Introduction

This volume consists of the descriptions of the CoNLL-2011 Shared Task and the participating systems. This year, the shared task was based on the English portion of the OntoNotes 4.0 corpus. The task was to identify anaphoric mentions -- both entities and events -- and perform coreference resolution to create clusters representing the same entity or event in the text.

The OntoNotes data spans five genres and multiple layers of annotation in addition to coreference. It is a very rich and diverse corpus. Since coreference is a higher-level task than the other layers in OntoNotes, it was a challenge to the participants to use the other layers and possibly build joint models to improve the state of the art. Since this is a relatively new resource, and given the time constraints for building systems for the shared task, not many participants delved into identifying sophisticated ways of utilizing the supplemental information. As is traditional with CoNLL, we had two tracks – an open track and a closed track. Since world knowledge is an important factor in coreference resolution, we provided a number and gender list in addition to the data in OntoNotes and also allowed researchers to use WordNet as part of the closed task. For the open task, as usual, any other source of information, such as wikipedia, that did not violate the evaluation criteria were allowed to be used.

A total of 23 participants submitted systems and 21 of them submitted system description papers. We hope that this data set will provide a standard benchmark and spur further research in this area pushing forward the state of the art.

Sameer Pradhan (on behalf of the shared task organizing committee)
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Organizing Committee:

Sameer Pradhan (Chair) Raytheon BBN Technologies, Cambridge
Mitchell Marcus, University of Pennsylvania, Philadelphia
Martha Palmer, University of Colorado, Boulder
Lance Ramshaw, Raytheon BBN Technologies, Cambridge
Ralph Weischedel, Raytheon BBN Technologies, Cambridge
Nianwen Xue, Brandeis University, Waltham

Reviewers:

Jie Cai, Heidelberg Institute for Theoretical Studies, Germany
Claire Cardie, Cornell University
Pascal Denis, INRIA, France
Kadri Hacioglu, Rosetta Stone
Alessandro Moschitti, University of Trento, Italy
Vincent Ng, University of Texas, Dallas
Pierre Nugues, Lund University, Sweden
Massimo Poesio, University of Trento, Italy
Vasin Punyakanok Raytheon BBN Technologies
Emili Sapena, Barcelona, Spain
Michael Strube, Heidelberg Institute for Theoretical Studies, Germany
Jordi Turmo, UNIVERSITAT POLITECNIA DE CATALunya
# Table of Contents

*Exploring Lexicalized Features for Coreference Resolution*  
Anders Björkelund and Pierre Nugues ....................................................... 1

*RelaxCor Participation in CoNLL Shared Task on Coreference Resolution*  
Emili Sapena, Lluís Padró and Jordi Turmo ............................................. 7

*Supervised Coreference Resolution with SUCRE*  
Hamidreza Kobdani and Hinrich Schuetze ................................................. 12

*ETS: An Error Tolerable System for Coreference Resolution*  
Hao Xiong, Linfeng Song, Fanrong Meng, Yang Liu, Qun Liu and Yajuan Lv .... 17

*An Incremental Model for Coreference Resolution with Restrictive Antecedent Accessibility*  
Klenner Manfred and Tuggener Don ......................................................... 22

*Unrestricted Coreference Resolution via Global Hypergraph Partitioning*  
Jie Cai, Eva Mujdricza-Maydt and Michael Strube .................................... 27

*Narrative Schema as World Knowledge for Coreference Resolution*  
Joseph Irwin, Mamoru Komachi and Yuji Matsumoto .................................. 32

*Hybrid Approach for Coreference Resolution*  
Sobha Lalitha Devi, Pattabhi RK Rao, Vijay Sundar Ram R, Malarkodi CS and Akilandeswari A ................................................................. 39

*Multi-metric optimization for coreference: The UniTN / IITP / Essex submission to the 2011 CONLL Shared Task*  
Olga Uryupina, Srirama Saha, Asif Ekbal and Massimo Poesio ....................... 43

*Poly-co: a multilayer perceptron approach for coreference detection*  
eric charton and michel gagnon .................................................................. 48

*Mention Detection: Heuristics for the OntoNotes annotations*  
Jonathan K Kummerfeld, Mohit Bansal, David Burkett and Dan Klein ............ 53

*Coreference Resolution with Loose Transitivity Constraints*  
Xinxin Li, Xuan Wang and Shuhan Qi ......................................................... 58

*UBIU: A Robust System for Resolving Unrestricted Coreference*  
Desislava Zhekova and Sandra Kübler ....................................................... 63

*A Machine Learning-Based Coreference Detection System for OntoNotes*  
Yaqin Yang ............................................................................................... 68
Conference Program

Friday, June 24, 2011

9:00–10:30 Shared Task Overview and Oral Presentations

10:30–11:00 Coffee Break

11:00–12:30 Shared Task Posters

Exploring Lexicalized Features for Coreference Resolution
Anders Björkelund and Pierre Nugues

RelaxCor Participation in CoNLL Shared Task on Coreference Resolution
Emili Sapena, Lluís Padró and Jordi Turmo

Supervised Coreference Resolution with SUCRE
Hamidreza Kobdani and Hinrich Schutze

ETS: An Error Tolerable System for Coreference Resolution
Hao Xiong, Linfeng Song, Fandong Meng, Yang Liu, Qun Liu and Yajuan Lv

An Incremental Model for Coreference Resolution with Restrictive Antecedent Accessibility
Klenner Manfred and Tuggener Don

Unrestricted Coreference Resolution via Global Hypergraph Partitioning
Jie Cai, Eva Mujdricza-Maydt and Michael Strube

Narrative Schema as World Knowledge for Coreference Resolution
Joseph Irwin, Mamoru Komachi and Yuji Matsumoto

Hybrid Approach for Coreference Resolution
Sobha Lalitha Devi, Pattabhi RK Rao, Vijay Sundar Ram R, Malarkodi CS and Akilandeswari A

Multi-metric optimization for coreference: The UniTN / IITP / Essex submission to the 2011 CONLL Shared Task
Olga Uryupina, Sriparna Saha, Asif Ekbal and Massimo Poesio

Poly-co: a multilayer perceptron approach for coreference detection
eric charton and michel gagnon

Mention Detection: Heuristics for the OntoNotes annotations
Jonathan K Kummerfeld, Mohit Bansal, David Burkett and Dan Klein

Coreference Resolution with Loose Transitivity Constraints
Xinxin Li, Xuan Wang and Shuhan Qi
UBIU: A Robust System for Resolving Unrestricted Coreference
Desislava Zhekova and Sandra Kübler

A Machine Learning-Based Coreference Detection System for OntoNotes
Yaqin Yang

Stanford’s Multi-Pass Sieve Coreference Resolution System at the CoNLL-2011 Shared Task
Heeyoung Lee, Yves Peirsman, Angel Chang, Nathanael Chambers, Mihai Surdeanu and Dan Jurafsky

Rule and Tree Ensembles for Unrestricted Coreference Resolution
Cicero Nogueira dos Santos and Davi Lopes Carvalho

Inference Protocols for Coreference Resolution
Kai-Wei Chang, Rajhans Samdani, Alla Rozovskaya, Nick Rizzolo, Mark Sammons and Dan Roth

Reconciling OntoNotes: Unrestricted Coreference Resolution in OntoNotes with Reconcile.
Veselin Stoyanov, Uday Babbar, Pracheer Gupta and Claire Cardie

Link Type Based Pre-Cluster Pair Model for Coreference Resolution
Yang Song, Houfeng Wang and Jing Jiang
Exploring Lexicalized Features for Coreference Resolution

Anders Björkelund  
Lund University / LTH  
Lund / Sweden  
Anders.Bjorkelund@cs.lth.se

Pierre Nugues  
Lund University / LTH  
Lund / Sweden  
Pierre.Nugues@cs.lth.se

Abstract

In this paper, we describe a coreference solver based on the extensive use of lexical features and features extracted from dependency graphs of the sentences. The solver uses Soon et al. (2001)'s classical resolution algorithm based on a pairwise classification of the mentions.

We applied this solver to the closed track of the CoNLL 2011 shared task (Pradhan et al., 2011). We carried out a systematic optimization of the feature set using cross-validation that led us to retain 24 features. Using this set, we reached a MUC score of 58.61 on the test set of the shared task. We analyzed the impact of the features on the development set and we show the importance of lexicalization as well as of properties related to dependency links in coreference resolution.

1 Introduction

In this paper, we present our contribution to the closed track of the 2011 CoNLL shared task (Pradhan et al., 2011). We started from a baseline system that uses Soon et al. (2001)'s architecture and features. Mentions are identified by selecting all noun phrases and possessive pronouns. Then, the resolution algorithm relies on a pairwise classifier that determines whether two mentions corefer or not.

Lexicalization has proved effective in numerous tasks of natural language processing such as part-of-speech tagging or parsing. However, lexicalized models require a good deal of annotated data to avoid overfit. The data set used in the CoNLL 2011 shared task has a considerable size compared to corpora traditionally used in coreference resolution – the training set comprises 2,374 documents. See Pradhan et al. (2007) for a previous work using an earlier version of this dataset. Leveraging this size, we investigated the potential of lexicalized features.

Besides lexical features, we created features that use part-of-speech tags and semantic roles. We also constructed features using dependency tree paths and labels by converting the constituent trees provided in the shared task into dependency graphs. The final feature set was selected through an automated feature selection procedure using cross-validation.

2 System Architecture

During both training and decoding, we employed the same mention detection and preprocessing steps. We considered all the noun phrases (NP) and possessive pronouns (PRPS) as mentions. In order to extract head words from the NP constituents, we converted the constituent trees provided in the data sets to dependency graphs using the Penn treebank converter of Johansson and Nugues (2007). Using the dependency tree, we extracted the head word of all the NPs by taking the word that dominates the subtree constructed from the NP.

The dependency tree is also used later to extract features of mentions based on dependency tree paths, which is further described in Sec. 3.

In the preprocessing step, we assigned a number and a gender to each mention. For the pronominal mentions, we used a manually compiled lists of pronouns, where we marked the number and gender.
For nonpronominal mentions, we used the number and gender data (Bergsma and Lin, 2006) provided by the task organizers and queried it for the head word of the mention. In cases of ambiguity (e.g. the pronoun you), or missing entries in the data for non-pronominals, we assigned an unknown value.

2.1 Generation of training examples

To create a set of training examples, we used pairs of mentions following the method outlined by Soon et al. (2001). For each anaphoric mention \( m_j \) and its closest preceding antecedent \( m_i \), we built a positive example: \( P = \{(m_i, m_j)\} \). We constructed the negative examples with noncoreferring pairs of mentions, where the first term is a mention occurring between \( m_i \) and \( m_j \) and the second one is \( m_j \): \( N = \{(m_k, m_j) | i < k < j\} \).

The training examples collected from the CoNLL 2011 training set consist of about 5.5% of positive examples and 94.5% of negative ones.

2.2 Learning method

We evaluated two types of classifiers: decision trees and logistic regression. We used the decision trees and the C4.5 algorithm from the Weka distribution (Hall et al., 2009) for our baseline system. We then opted for linear logistic regression as it scaled better with the number of features and feature values.

Logistic regression is faster to train and allowed us to carry out an automated feature selection, which is further described in Sec. 3.4. In addition, the logistic classifiers enabled us to interpret their results in terms of probabilities, which we used for the decoding step. We trained the logistic regression classifiers using the LIBLINEAR package (Fan et al., 2008).

2.3 Decoding

The decoding algorithm devised by Soon et al. (2001) selects the closest preceding mention deemed to be coreferent by the classifier. This clustering algorithm is commonly referred to as closest-first clustering. Ng and Cardie (2002) suggested a different clustering procedure, commonly referred to as best-first clustering. This algorithm selects the most likely antecedent classified as coreferent with the anaphoric mention. During early experiments, we found that while the best-first method increases the performance on nonpronominal anaphoric expressions, it has the opposite effect on pronominal expressions. Consequently, we settled on using the closest-first clustering method for pronominal mentions, and the best-first clustering method otherwise. For the best-first clustering, we used the probability output from our logistic classifiers and a threshold of 0.5.

After clustering mentions in a document, we discard all remaining singleton mentions, as they were excluded from the annotation in the CoNLL 2011 shared task.

2.4 Postprocessing

The initial detection of mentions is a direct mapping from two categories of constituents: NP and PRP$. In the postprocessing step, we reclaim some of the mentions that we missed in the initial step.

The automatically generated constituent trees provided in the data set contain errors and this causes the loss of many mentions. Another source of loss is the bracketing of complex NPs, where the internal structure uses the tag NML. In a few cases, these nested nodes participate in coreference chains. However, when we tried to include this tag in the mention detection, we got worse results overall. This is possibly due to an even more skewed distribution of positive and negative training examples.

In the postprocessing step, we therefore search each document for sequences of one or more proper noun tokens, i.e. tokens with the part-of-speech tags NNP or NNPS. If their common ancestor, i.e. the parse tree node that encloses all the tokens, is not already in a mention, we try to match this sequence to any existing chain using the binary features: STRINGMATCH and ALIAS (cf. Sec. 3). If either of them evaluates to true, we add this span of proper nouns to the matched chain.

3 Features

For our baseline system, we started with the feature set described in Soon et al. (2001). Due to space limitations, we omit the description of these features and refer the reader to their paper.

We also defined a large number of feature templates based on the syntactic dependency tree, as well as features based on semantic roles. In the fol-
following sections, we describe these features as well as the naming conventions we use. The final feature set we used is given in Sec. 4.

3.1 Mention-based features
On the mention level, we considered the head word (H\textsubscript{D}) of the mention, and following the edges in the dependency tree, we considered the left-most and right-most children of the head word (H\textsubscript{D}L\textsubscript{MC} and H\textsubscript{D}R\textsubscript{MC}), the left and right siblings of the head word (H\textsubscript{D}L\textsubscript{S} and H\textsubscript{D}R\textsubscript{S}), as well as the governor\textsuperscript{1} of the head word (H\textsubscript{D}GO\textsubscript{V}).

For each of the above mentioned tokens, we extracted the surface form (FORM), the part-of-speech tag (POS), and the grammatical function of the token (FUN), i.e. the label of the dependency edge of the token to its parent. For head words that do not have any leftmost or rightmost children, or left or right siblings, we used a null-value placeholder.

In each training pair, we extracted these values from both mentions in the pair, i.e. both the anaphor and the tentative antecedent. Table 3 shows the features we used in our system. We used a naming nomenclature consisting of the role in the anaphora, where I stands for antecedent and J for anaphor; the token we selected from the dependency graph, e.g. HD or H\textsubscript{D}L\textsubscript{MC}; and the value extracted from the token, e.g. POS or FUN. For instance, the part-of-speech tag of the governor of the head word of the anaphor is denoted: J-H\textsubscript{D}GO\textsubscript{V}POS.

The baseline features taken from Soon et al. (2001) include features such as I-PRONOUN and J-DEMONSTRATIVE that are computed using a word list and by looking at the first word in the mention, respectively. Our assumption is that these traits can be captured by our new features by considering the part-of-speech tag of the head word and the surface form of the left-most child of the head word, respectively.

3.2 Path-based features
Between pairs of potentially coreferring mentions, we also considered the path from the head word of the anaphor to the head word of the antecedent in the syntactic dependency tree. If the mentions are not in the same sentence, this is the path from the anaphor to the root of its sentence, followed by the path from the root to the antecedent in its sentence. We differentiate between the features depending on whether they are in the same sentence or in different sentences. The names of these features are prefixed with SS and DS, respectively.

Following the path in the dependency tree, we concatenated either the surface form, the part-of-speech tag, or the grammatical function label with the direction of the edge to the next token, i.e. up or down. This way, we built six feature templates. For instance, D\textsubscript{S}PATH\textsubscript{FORM} is the concatenation of the surface forms of the tokens along the path between mentions in different sentences.

Bergsma and Lin (2006) built a statistical model from paths that include the lemma of the intermediate tokens, but replace the end nodes with noun, pronoun, or pronoun-self for nouns, pronouns, and reflexive pronouns, respectively. They used this model to define a measure of coreference likelihood to resolve pronouns within the same sentence. Rather than building an explicit model, we simply included these paths as features in our set. We refer to this feature template as BERGSMALINPATH in Table 3.

3.3 Semantic role features
We tried to exploit the semantic roles that were included in the CoNLL 2011 data set. Ponzetto and Strube (2006) suggested using the concatenation of the predicate and the role label for a mention that has a semantic role in a predicate. They introduced two new features, I\_SEMROLE and J\_SEMROLE, that correspond to the semantic roles filled by each of the mentions in a pair. We included these features in our pool of feature templates, but we could not see any contribution from them during the feature selection.

We also introduced a number of feature templates that only applied to pairs of mentions that occur in the same semantic role proposition. These templates included the concatenation of the two labels of the arguments and the predicate sense label, and variations of these that also included the head words of either the antecedent or anaphor, or both. The only feature that was selected during our feature selection procedure corresponds to the concatenation of the argument labels, the predicate sense, and the head word of the anaphor: SEMROLEPROPJHD in Table 3. In the sentence A lone protestor parked
herself outside the UN, the predicate park has the arguments A lone protestor, labeled ARG0, and herself, labeled ARG1. The corresponding value of this feature would be ARG0-park.01-ARG1-herself.

3.4 Feature selection

Starting from Soon et al. (2001)’s feature set, we performed a greedy forward selection. The feature selection used a 5-fold cross-validation over the training set, where we evaluated the features using the arithmetic mean of MUC, BCUB, and CEAFE. After reaching a maximal score using forward selection, we reversed the process using a backward elimination, leaving out each feature and removing the one that had the worst impact on performance. This backwards procedure was carried out until the score no longer increased. We repeated this forward-backward procedure until there was no increase in performance. Table 3 shows the final feature set.

Feature bigrams are often used to increase the separability of linear classifiers. Ideally, we would have generated a complete bigram set from our features. However, as this set is quadratic in nature and due to time constraints, we included only a subset of it in the selection procedure. Some of them, most notably the bigram of mention head words (I-HDFORM+J-HDFORM) were selected in the procedure and appear in Table 3.

4 Evaluation

Table 1 shows some baseline figures using the binary features STRINGMATCH and ALIAS as sole coreference properties, as well as our baseline system using Soon et al. (2001)’s features.

<table>
<thead>
<tr>
<th></th>
<th>MD</th>
<th>MUC</th>
<th>BCUB</th>
</tr>
</thead>
<tbody>
<tr>
<td>STRINGMATCH</td>
<td>59.91</td>
<td>44.43</td>
<td>63.65</td>
</tr>
<tr>
<td>ALIAS</td>
<td>19.25</td>
<td>16.77</td>
<td>48.07</td>
</tr>
<tr>
<td>Soon baseline/LR</td>
<td>60.79</td>
<td>47.50</td>
<td>63.97</td>
</tr>
<tr>
<td>Soon baseline/C4.5</td>
<td>58.96</td>
<td>47.02</td>
<td>65.36</td>
</tr>
</tbody>
</table>

Table 1: Baseline figures using string match and alias properties, and our Soon baseline using decision trees with the C4.5 induction program and logistic regression (LR). MD stands for mention detection.

4.1 Contribution of postprocessing

The postprocessing step described in Sec. 2.4 proved effective, contributing from 0.21 to up to 1 point to the final score across the metrics. Table 2 shows the detailed impacts on the development set.

<table>
<thead>
<tr>
<th></th>
<th>MD</th>
<th>MUC</th>
<th>BCUB</th>
<th>CEAFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>No postproc.</td>
<td>66.56</td>
<td>54.61</td>
<td>65.93</td>
<td>40.46</td>
</tr>
<tr>
<td>With postproc.</td>
<td>67.21</td>
<td>55.62</td>
<td>66.29</td>
<td>40.67</td>
</tr>
<tr>
<td>Increase</td>
<td>0.65</td>
<td>1.01</td>
<td>0.36</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Table 2: Impact of the postprocessing step on the development set.

4.2 Contribution of features

The lack of time prevented us from running a complete selection from scratch and describing the contribution of each feature on a clean slate. Nonetheless, we computed the scores when one feature is removed from the final feature set. Table 3 shows the performance degradation observed on the development set, which gives an indication of the importance of each feature. In these runs, no postprocessing was not used.

Toward the end of the table, some features show a negative contribution to the score on the development set. This is explained by the fact that our feature selection was carried out in a cross-validated manner over the training set.

4.3 Results on the test set

Table 4 shows the results we obtained on the test set. The figures are consistent with the performance on the development set across the three official metrics, with an increase of the MUC score and a decrease of both BCUB and CEAFE. The official score in the shared task is computed as the mean of these three metrics.

The shared task organizers also provided a test set with given mention boundaries. The given boundaries included nonanaphoric and singleton mentions as well. Using this test set, we replaced our mention extraction step and used the given mention boundaries instead. Table 4 shows the results with this setup. As mention boundaries were given, we turned off our postprocessing module for this run.
Table 4: Scores on development set, on the test set, and on the test set with given mention boundaries: recall (R), precision (P), and harmonic mean (F1). The official CoNLL score is computed as the mean of MUC, BCUB, and CEAFE.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Development set</th>
<th>Test set</th>
<th>Test set with gold mentions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>P</td>
<td>F1</td>
</tr>
<tr>
<td>Mention detection</td>
<td>65.68</td>
<td>68.82</td>
<td>67.21</td>
</tr>
<tr>
<td>MUC</td>
<td>55.26</td>
<td>55.98</td>
<td>55.62</td>
</tr>
<tr>
<td>BCUB</td>
<td>65.07</td>
<td>67.56</td>
<td>66.29</td>
</tr>
<tr>
<td>CEAFM</td>
<td>52.51</td>
<td>52.51</td>
<td>52.51</td>
</tr>
<tr>
<td>CEAFE</td>
<td>41.02</td>
<td>40.33</td>
<td>40.67</td>
</tr>
<tr>
<td>BLANC</td>
<td>69.6</td>
<td>70.41</td>
<td>70</td>
</tr>
<tr>
<td>Official CoNLL score</td>
<td>53.78</td>
<td>54.62</td>
<td>54.19</td>
</tr>
</tbody>
</table>

Table 3: The final feature set and, for each feature, the degradation in performance when leaving out this feature from the set. All evaluations were carried out on the development set. The features marked with a dagger † originate from the Soon et al. (2001) baseline feature set.

<table>
<thead>
<tr>
<th>Feature</th>
<th>MD</th>
<th>MUC</th>
<th>BCUB</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-HdForm+J-HdForm</td>
<td>-1.35</td>
<td>-2.66</td>
<td>-1.82</td>
</tr>
<tr>
<td>STRINGMATCH†</td>
<td>-1.12</td>
<td>-1.32</td>
<td>-1.55</td>
</tr>
<tr>
<td>DISTANCE†</td>
<td>-0.16</td>
<td>-0.62</td>
<td>-0.59</td>
</tr>
<tr>
<td>J-HdGovPos</td>
<td>-0.51</td>
<td>-0.49</td>
<td>-0.13</td>
</tr>
<tr>
<td>I-HdRmcFun</td>
<td>-0.27</td>
<td>-0.39</td>
<td>-0.2</td>
</tr>
<tr>
<td>ALIAS†</td>
<td>-0.47</td>
<td>-0.36</td>
<td>-0.06</td>
</tr>
<tr>
<td>I-HdForm</td>
<td>-0.42</td>
<td>-0.18</td>
<td>0.04</td>
</tr>
<tr>
<td>I-Gender+J-Gender</td>
<td>-0.3</td>
<td>-0.15</td>
<td>0.05</td>
</tr>
<tr>
<td>NUMBERAGREEMENT†</td>
<td>0.01</td>
<td>-0.14</td>
<td>-0.41</td>
</tr>
<tr>
<td>I-HdPos</td>
<td>-0.32</td>
<td>-0.14</td>
<td>0.05</td>
</tr>
<tr>
<td>J-Pronoun†</td>
<td>-0.25</td>
<td>-0.08</td>
<td>-0.09</td>
</tr>
<tr>
<td>I-HdLmcForm+</td>
<td>-0.41</td>
<td>-0.04</td>
<td>0.08</td>
</tr>
<tr>
<td>J-HdLmcForm</td>
<td>0.01</td>
<td>0.01</td>
<td>0</td>
</tr>
<tr>
<td>SsBergsmaLinPath</td>
<td>-0.04</td>
<td>0.02</td>
<td>-0.13</td>
</tr>
<tr>
<td>I-HdGovFun</td>
<td>-0.09</td>
<td>0.09</td>
<td>0.01</td>
</tr>
<tr>
<td>J-HdFun</td>
<td>-0.01</td>
<td>0.13</td>
<td>-0.04</td>
</tr>
<tr>
<td>I-HdLmcPos</td>
<td>-0.08</td>
<td>0.13</td>
<td>-0.09</td>
</tr>
<tr>
<td>DsPathForm</td>
<td>-0.03</td>
<td>0.16</td>
<td>-0.02</td>
</tr>
<tr>
<td>J-HdGovFun</td>
<td>-0.04</td>
<td>0.16</td>
<td>-0.05</td>
</tr>
<tr>
<td>J-Demonstrative†</td>
<td>-0.03</td>
<td>0.18</td>
<td>0.03</td>
</tr>
<tr>
<td>GENDERAGREEMENT†</td>
<td>0.18</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>SemRolePropJHd</td>
<td>0.01</td>
<td>0.2</td>
<td>0.01</td>
</tr>
<tr>
<td>I-Pronoun†</td>
<td>0.01</td>
<td>0.22</td>
<td>0.04</td>
</tr>
<tr>
<td>I-HdFun</td>
<td>0.05</td>
<td>0.22</td>
<td>-0.06</td>
</tr>
</tbody>
</table>

5 Conclusions

The main conclusions and contributions of our work to the CoNLL 2011 shared task concern the detection of mention boundaries, feature lexicalization, and dependency features.

The mention boundaries are relatively difficult to identify. Although far from perfect, we applied a direct mapping from constituents to extract the mentions used in the resolution procedure. We then reclaimed some mentions involving proper nouns in a postprocessing step. Using the gold-standard mention boundaries in the test set, we saw an increase in all metrics with up to 3.51 for the MUC score.

The lexicalization of the feature set brings a significant improvement to the scores. By order of performance loss in Table 3, the first feature of our model is a lexical one. This property does not seem to have been systematically explored before, possibly because of a tradition of using corpora of modest sizes in coreference resolution.

Grammatical dependencies seem to play an important role in the anaphoric expressions. Results in Table 3 also show this, although in a less pronounced manner than lexicalization. Features extracted from dependencies are implicit in many systems, but are not explicitly mentioned as such. We hope our work helped clarify this point through a more systematic exploration of this class of features.
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Abstract
This paper describes the participation of RELAXCOR in the CoNLL-2011 shared task: “Modeling Unrestricted Coreference in Ontonotes”. RELAXCOR is a constraint-based graph partitioning approach to coreference resolution solved by relaxation labeling. The approach combines the strengths of groupwise classifiers and chain formation methods in one global method.

1 Introduction
The CoNLL-2011 shared task (Pradhan et al., 2011) is concerned with intra-document coreference resolution in English, using Ontonotes corpora. The core of the task is to identify which expressions (usually NPs) in a text refer to the same discourse entity.

This paper describes the participation of RELAXCOR and is organized as follows. Section 2 describes RELAXCOR, the system used in the task. Next, Section 3 describes the tuning needed by the system to adapt it to the task issues. The same section also analyzes the obtained results. Finally, Section 4 concludes the paper.

2 System description
RELAXCOR (Sapena et al., 2010a) is a coreference resolution system based on constraint satisfaction. It represents the problem as a graph connecting any pair of candidate coreferent mentions and applies relaxation labeling, over a set of constraints, to decide the set of most compatible coreference relations. This approach combines classification and clustering in one step. Thus, decisions are taken considering the entire set of mentions, which ensures consistency and avoids local classification decisions. The RELAXCOR implementation used in this task is an improved version of the system that participated in the SemEval-2010 Task 1 (Recasens et al., 2010).

The knowledge of the system is represented as a set of weighted constraints. Each constraint has an associated weight reflecting its confidence. The sign of the weight indicates that a pair or a group of mentions corefer (positive) or not (negative). Only constraints over pairs of mentions were used in the current version of RELAXCOR. However, RELAXCOR can handle higher-order constraints. Constraints can be obtained from any source, including a training data set from which they can be manually or automatically acquired.

The coreference resolution problem is represented as a graph with mentions in the vertices. Mentions are connected to each other by edges. Edges are assigned a weight that indicates the confidence that the mention pair corefers or not. More specifically, an edge weight is the sum of the weights of the constraints that apply to that mention pair. The larger the edge weight in absolute terms, the more reliable.

RELAXCOR uses relaxation labeling for the resolution process. Relaxation labeling is an iterative algorithm that performs function optimization based on local information. It has been widely used to solve NLP problems. An array of probability values
is maintained for each vertex/mention. Each value corresponds to the probability that the mention belongs to a specific entity given all the possible entities in the document. During the resolution process, the probability arrays are updated according to the edge weights and probability arrays of the neighboring vertices. The larger the edge weight, the stronger the influence exerted by the neighboring probability array. The process stops when there are no more changes in the probability arrays or the maximum change does not exceed an epsilon parameter.

2.1 Attributes and Constraints

For the present study, all constraints were learned automatically using more than a hundred attributes over the mention pairs in the training sets. Usual attributes were used for each pair of mentions \((m_i, m_j)\) –where \(i < j\) following the order of the document, like those in (Sapena et al., 2010b), but binarized for each possible value. In addition, a set of new mention attributes were included such as SAME SPEAKER when both mentions have the same speaker\(^1\) (Figures 1 and 2).

A decision tree was generated from the training data set, and a set of constraints was extracted with the C4.5 rule-learning algorithm (Quinlan, 1993). The so-learned constraints are conjunctions of attribute-value pairs. The weight associated with each constraint is the constraint precision minus a balance value, which is determined using the development set. Figure 3 is an example of a constraint.

2.2 Training data selection

Generating an example for each possible pair of mentions produces an unbalanced dataset where more than 99% of the examples are negative (not coreferent), even more considering that the mention detection system has a low precision (see Section 3.1). So, it generates large amounts of not coreferent mentions. In order to reduce the amount of negative pair examples, a clustering process is run using the positive examples as the centroids. For each positive example, only the negative examples with distance equal or less than a threshold \(d\) are included in the final training data. The distance is computed as the number of different attribute values inside the feature vector. After some experiments over development data, the value of \(d\) was assigned to 5. Thus, the negative examples were discarded when they have more than five attribute values different than any positive example. So, in the end, 22.8% of the negative examples are discarded. Also, both positive and negative examples with distance zero (contradictions) are discarded.

2.3 Development process

The current version of RELAXCOR includes a parameter optimization process using the development data sets. The optimized parameters are balance and pruning. The former adjusts the constraint weights to improve the balance between precision and recall as shown in Figure 4; the latter limits the number of neighbors that a vertex can have. Limiting

---

\(^1\)This information is available in the column "speaker" of the corpora.

---
Figure 2: Mention-pair attributes (2/2).

<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision: 0.9581</td>
</tr>
<tr>
<td>Training examples: 501</td>
</tr>
</tbody>
</table>

Figure 3: Example of a constraint. It applies when the distance between \( m_i \) and \( m_j \) is exactly 1 sentence, their gender match, both are maximal NPs, both are argument 0 (subject) of their respective sentences, both are pronouns, and \( m_i \) is not the first mention of its sentence. The final weight will be \( weight = precision - balance \).

The number of neighbors reduces the computational cost significantly and improves overall performance too. Optimizing this parameter depends on properties like document size and the quality of the information given by the constraints.

The development process calculates a grid given the possible values of both parameters: from 0 to 1 for balance with a step of 0.05, and from 2 to 14 for pruning with a step of 2. Both parameters were empirically adjusted on the development set for the evaluation measure used in this shared task: the unweighted average of MUC (Vilain et al., 1995), B3 (Bagga and Baldwin, 1998) and entity-based CEAF (Luo, 2005).

Figure 4: Development process. The figure shows MUC's precision (red), recall (green), and \( F_1 \) (blue) for each balance value with pruning adjusted to 6.

3 CoNLL shared task participation

RELAXCOR has participated in the CoNLL task in the Closed mode. All the knowledge required by the feature functions is obtained from the annotations of the corpora and no external resources have been used with the exception of WordNet (Miller, 1995), gender and number information (Bergsma and Lin, 2006) and sense inventories. All of them are allowed by the task organization and available in their website.

There are many remarkable features that make this task different and more difficult but realistic than previous ones. About mention annotation, it is important to emphasize that singletons are not annotated, mentions must be detected by the system and the mapping between system and true mentions is limited to exact matching of boundaries. Moreover, some verbs have been annotated as corefering mentions. Regarding the evaluation, the scorer uses the modification of (Cai and Strube, 2010), unprecedented so far, and the corpora was published very recently and there are no published results yet to use as reference. Finally, all the preprocessed information is automatic for the test dataset, carrying out some noisy errors which is a handicap from the point of view of machine learning.

Following there is a description of the mention detection system developed for the task and an analysis of the obtained results in the development dataset.
3.1 Mention detection system

The mention detection system extracts one mention for every NP found in the syntactic tree, one for every pronoun and one for every named entity. Then, the head of every NP is determined using part-of-speech tags and a set of rules from (Collins, 1999). In case that some NPs share the same head, the larger NP is selected and the rest discarded. Also the mention repetitions with exactly the same boundaries are discarded. In addition, nouns with capital letters and proper names not included yet, that appear two or more times in the document, are also included. For instance, the NP “an Internet business” is added as a mention, but also “Internet” itself is added in the case that the word is found once again in the document.

As a result, taking into account that just exact boundary matching is accepted, the mention detection achieves an acceptable recall, higher than 90%, but a low precision (see Table 1). The most typical error made by the system is to include extracted NPs that are not referential (e.g., predicative and appositive phrases) and mentions with incorrect boundaries. The incorrect boundaries are mainly due to errors in the predicted syntactic column and some mention annotation discrepancies. Furthermore, verbs are not detected by this algorithm, so most of the missing mentions are verbs.

3.2 Results analysis

The results obtained by RELAXCOR can be found in Tables 1 and 2. Due to the lack of annotated singletons, mention-based metrics B³ and CEAF produce lower scores –near 60% and 50% respectively– than the ones typically achieved with different annotations and mapping policies –usually near 80% and 70%. Moreover, the requirement that systems use automatic preprocessing and do their own mention detection increase the difficulty of the task which obviously decreases the scores in general.

The measure which remains more stable on its scores is MUC given that it is link-based and not takes singletons into account anyway. Thus, it is the only one comparable with the state of the art right now. The results obtained with MUC scorer show an improvement of RELAXCOR’s recall, a feature that needed improvement given the previous published results with a MUCs recall remarkably low (Sapena et al., 2010b).

4 Conclusion

The participation of RELAXCOR to the CoNLL shared task has been useful to evaluate the system using data never seen before in a totally automatic context: predicted preprocessing and system mentions. Many published systems typically use the same data sets (ACE and MUC) and it is easy to unintentionally adapt the system to the corpora and not just to the problem. This kind of tasks favor comparisons between systems with the same framework and initial conditions.

The obtained performances confirm the robustness of RELAXCOR and a recall improvement. And the overall performance seems considerably good taking into account the unprecedented scenario. However, a deeper error analysis is needed, specially in the mention detection system with a low precision and the training data selection process which may be discarding positive examples that could help improving recall.
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Abstract
In this paper we present SUCRE (Kobdani and Schütze, 2010) that is a modular coreference resolution system participating in the CoNLL-2011 Shared Task: Modeling Unrestricted Coreference in OntoNote (Pradhan et al., 2011). The SUCRE’s modular architecture provides a clean separation between data storage, feature engineering and machine learning algorithms.

1 Introduction
Noun phrase coreference resolution is the process of finding markables (noun phrase) referring to the same real world entity or concept. In other words, this process groups the markables of a document into entities (equivalence classes) so that all markables in an entity are coreferent. Examples of applications of coreference resolution are Information Extraction, Question Answering and Automatic Summarization.

Coreference is an equivalence relation between two markables, i.e., it is reflexive, symmetric and transitive. The first solution that intuitively comes to mind is binary classification of markable pairs (links). Therefore at the heart of most existing approaches there is a binary classifier that classifies links to coreferent/disreferent. One can also use the transitive property of coreference relation to build the entities; this is done using a clustering method.

Our approach in this paper consists of the above mentioned steps, namely:

1. Classification of links to coreferent/disreferent.
2. Clustering of links which are classified as coreferent.

This paper is organized as follows. In Section 2, we present our feature engineering approach. Section 3 presents the system architecture. Data set is described in Section 4. Sections 5 and 6 present results and conclusions.

2 Feature Engineering
In recent years there has been substantial work on the problem of coreference resolution. Most methods present and report on the benchmark data sets for English. The feature sets they use are based on (Soon et al., 2001). These features consist of string-based features, distance features, span features, part-of-speech features, grammatical features, and agreement features.

We defined a comprehensive set of features based on previous coreference resolution systems for English, e.g. (Bengtson and Roth, 2008). In the common approach to coreference resolution we have chosen, features are link features, i.e., features are defined over a pair of markables. For link feature definition and extraction, the head words of markables are usually used, but in some cases the head word is not a suitable choice. For example, consider these two markables: the book and a book, in both cases book is the head word but to distinguish which markable is definite and which indefinite additional information about the markables has to be taken into account. Now consider these two markables: the university students in Germany and the university students in France in this case the head words and the first four words of each markable are the same but they cannot be coreferent, and this could be detected only by looking at the entire noun phrase. Some features require complex preprocess-
ing or complex definitions. Consider the two markables the members of parliament and the members of the European Union. The semantic class of members is person in the first case and country in the second. To cover all such cases, we introduced a feature definition language (Kobdani et al., 2010). With the feature definition language we will be able to access all information that is connected to a markable, including the first, last and head words of the two markables; all other words of the two markables; and the two markables as atomic elements.

After defining new features (new definition from scratch or definition by combination of existing features), we have to evaluate them. In principle, we could use any figure of merit to evaluate the usefulness of a feature or to compare two similar features, including Gini coefficient, mutual information, and correlation coefficient. In our current system, expected information gain (IG) and information gain ratio (IGR) are used.

As an example, consider the following two features, which can be considered different attempts to formalize the same linguistic property:

1. The noun phrase has a subject role and is definite (e.g. markable begins with a definite article)
2. The noun phrase has a subject role and is not indefinite (e.g. markable begins with an indefinite article)

The information gain ratios of the above mentioned features are equal to 0.0026 for the first and 0.0051 for the second one – this shows that the second one is a better choice. We now define IG and IGR.

The change in entropy from a prior state to a state that takes some information is the expected information gain (Mitchell, 1997):

\[ IG(f) = H(C) - H_f(C) \]  

Where \( f \) is the feature value, \( C \) its corresponding class, and entropy is defined as follows:

\[ H(C) = -\sum_i P(C_i) \log_2 P(C_i) \]  

\[ H_f(C) = \sum_f \frac{|C_f|}{|C|} H(C_f) \]  

If a feature takes a large number of distinct values, the information gain would not be a good measure for deciding its relevance. In such cases the information gain ratio is used instead. The information gain ratio for a feature is calculated as follows:

\[ IGR(f) = \frac{IG(f)}{SInf(C)} \]  

\[ SInf(C) = -\sum_i \frac{|C_i|}{|C|} \log_2 \frac{|C_i|}{|C|} \]  

Equation (4) can be used as an indicator for which features are likely to improve classification accuracy.

3 System Architecture

The architecture of the system has two main parts: preprocessing and coreference resolution.

In preprocessing the text corpus is converted to a relational data model. The main purpose of the relational model in our system is the use of a feature definition language (Kobdani et al., 2010). After modeling the text corpus, coreference resolution can be performed.

The main steps of the system are presented as follows.

3.1 Preliminary text conversion

In this step, tokens are extracted from the corpus. In the CoNLL-2011 Shared Task this step is as simple as reading each line of the input data set and extracting its corresponding token.

3.2 Atomic attributes of tokens

Atomic features of the tokens are extracted in this step. The extracted atomic features are: part of speech, number, pronoun person (first, second and third), pronoun type (subjective, predeterminer, reflexive, objective and possessive), WordNet semantic class and gender.

We use a rather simple method to extract semantic class of each token from WordNet. We look at the synonyms of the token and if one of them is in the predefined keyword set, we take it as its corresponding semantic class. The example of the keywords are person, time, abstraction, device, human action, organization, place and animal.
3.3 Markable Detection

In this step all noun phrases from the parse tree are extracted. After clustering step all markables which are not included in a chain are deleted from the list of markables. In other word we will not have any cluster with less than 2 members.

Figure 1 presents the simple markable detection method which we used in the SUCRE.

3.4 Atomic attributes of markables

In this step, the atomic attributes of the markables are extracted. In the data set of the CoNLL-2011 shared task the named entity property of a markable can be used as its atomic attribute.

3.5 Link Generator

For training, the system generates a positive training instance for an adjacent coreferent markable pair \((m, n)\) and negative training instances for the markable \(m\) and all markables disreferent with \(m\) that occur before \(n\) (Soon et al., 2001). For decoding it generates all the possible links inside a window of 100 markables.

3.6 Link feature definition and extraction

The output of the link generator, which is the list of the generated links, is the input to the link feature extractor for creating train and test data sets. To do this, the feature definitions are used to extract the feature values of the links (Kobdani et al., 2011).

3.7 Learning

For learning we implemented a decision tree classifier (Quinlan, 1993). To achieve state-of-the-art performance, in addition to decision tree we also tried support vector machine and maximum entropy that did not perform better than decision tree.

3.8 Classification and Clustering

In this part, the links inside one document are classified then the coreference chains are created. We use best-first clustering for this purpose. It searches for the best predicted antecedent from right to left starting from the end of the document. For the documents with more than a predefined number of markables we apply a limit for searching. In this way, in addition to better efficiency, the results also improve.
Table 1: Results of SUCRE on the development data set for the automatically detected markables. MD: Markable Detection.

<table>
<thead>
<tr>
<th></th>
<th>Automatic</th>
<th></th>
<th>Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rec.</td>
<td>Freq.</td>
<td>P$_1$</td>
</tr>
<tr>
<td>MD</td>
<td>60.17</td>
<td>60.92</td>
<td>60.55</td>
</tr>
<tr>
<td>MUC</td>
<td>54.30</td>
<td>51.84</td>
<td>53.06</td>
</tr>
<tr>
<td>B$_3$</td>
<td>71.39</td>
<td>64.68</td>
<td>67.87</td>
</tr>
<tr>
<td>CEAF$_M$</td>
<td>46.36</td>
<td>46.36</td>
<td>46.36</td>
</tr>
<tr>
<td>CEAF$_E$</td>
<td>35.38</td>
<td>37.26</td>
<td>35.30</td>
</tr>
<tr>
<td>BLANC</td>
<td>65.01</td>
<td>64.93</td>
<td>64.97</td>
</tr>
</tbody>
</table>

Table 2: Results of SUCRE on the development data set for the true markables (i.e. no singletone is included).

<table>
<thead>
<tr>
<th></th>
<th>Automatic</th>
<th></th>
<th>Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rec.</td>
<td>Freq.</td>
<td>P$_1$</td>
</tr>
<tr>
<td>MUC</td>
<td>58.63</td>
<td>87.88</td>
<td>70.34</td>
</tr>
<tr>
<td>B$_3$</td>
<td>57.91</td>
<td>86.47</td>
<td>69.36</td>
</tr>
<tr>
<td>CEAF$_M$</td>
<td>59.81</td>
<td>59.81</td>
<td>59.81</td>
</tr>
<tr>
<td>CEAF$_E$</td>
<td>70.49</td>
<td>36.43</td>
<td>48.04</td>
</tr>
<tr>
<td>BLANC</td>
<td>69.67</td>
<td>76.27</td>
<td>72.34</td>
</tr>
</tbody>
</table>

4 Data Sets

OntoNotes has been used for the CoNLL-2011 shared task. The OntoNotes project is to provide a large-scale, accurate corpus for general anaphoric coreference. It aims to cover entities and events (i.e. it is not limited to noun phrases or a limited set of entity types) (Pradhan et al., 2007).

For training we used 4674 documents containing a total of 1909175 tokens, 190700 markables and 50612 chains.

SUCRE participated in the closed track of the shared task. Experiments have been performed for the two kind of documents, namely, the automatically preprocessed documents and the gold preprocessed documents. In this paper, we report only the scores on the development data set using the official scorer of the shared task. The automatically preprocessed part consists of 303 documents containing a total of 136257 tokens, 52189 automatically detected markables, 14291 true markables and 3752 chains. The gold preprocessed part consists of 303 documents containing a total of 136257 tokens, 52262 automatically detected markables, 13789 true markables and 3752 chains.

5 Results

We report recall, precision, and $F_1$ for MUC (Viglain et al., 1995), B$_3$ (Bagga and Baldwin, 1998), CEAF$_M$/CEAF$_E$ (Luo, 2005) and BLANC (Recasens et al., 2010).

Table 1 presents results of our system for the automatically detected markables. It is apparent from this table that the application of the gold preprocessed documents slightly improves the performance (MD-F1: +1.51; MUC-F1: +2.15; B$_3$-F1: +1.02; CEAF$_M$-F1: +0.71; CEAF$_E$-F1: +1.44; BLANC-F1: +0.70).

Table 2 presents results of our system for the true markables that were all and only part of coreference chains. Again the results show that the application of gold preprocessed documents slightly improves the performance (MUC-F1: +1.44; B$_3$-F1: +0.86; CEAF$_M$-F1: +1.1; CEAF$_E$-F1: +1.26; BLANC-F1: +0.37).

Comparing the results of tables 1 and 2, there is a significant difference between the scores on the automatically detected markables and the scores on the true markables (e.g. for the automatically preprocessed documents: MUC-F1: +17.28; CEAF$_M$-F1: +13.45; CEAF$_E$-F1: +12.74; BLANC-F1: +7.37). No significant improvement in B$_3$ is seen (automatic: +1.49; gold: +1.33). We suspect that this is partly due to the very sensitive nature of B$_3$ against the singleton chains. Because in the implementation of scorer for the CoNLL-2011 shared task the non-detected key markables are automatically included into the response as singletons.

6 Conclusion

In this paper, we have presented our system SUCRE participated in the CoNLL-2011 shared task. We took a deeper look at the feature engineering of SUCRE. We presented the markable detection method we applied.

We showed that the application of the gold preprocessed documents improves the performance. It has been demonstrated that the availability of the true markables significantly improves the results. Also it has been shown that the singletons have a large impact on the B$_3$ scores.
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Abstract

This paper presents our error tolerable system for coreference resolution in CoNLL-2011 (Pradhan et al., 2011) shared task (closed track). Different from most previous reported work, we detect mention candidates based on packed forest instead of single parse tree, and we use beam search algorithm based on the Bell Tree to create entities. Experimental results show that our methods achieve promising results on the development set.

1 Introduction

Over last decades, there has been increasing interest on coreference resolution within NLP community. The task of coreference resolution is to identify expressions in a text that refer to the same discourse entity. This year, CoNLL\(^1\) holds a shared task aiming to model unrestricted coreference in OntoNotes.\(^2\) The OntoNotes project has created a large-scale, accurate corpus for general anaphoric coreference that covers entities and events not limited to noun phrases or a limited set of entity types. And Pradhan et al. (2007) have ever used this corpus for similar unrestricted coreference task.

Our approach to this year’s task could be divided into two steps: mention identification and creation of entities. The first stage is conducted on the analysis of parse trees produced by input data. The official data have provided gold and automatic parse trees for each sentences in training and development set. However, according to statistics, almost 3% mentions have no corresponding constituents in automatic parse trees. Since only automatic parse trees will be provided in the final test set, the effect of parsing errors are inevitable. To alleviate this issue, based on given automatic parse trees, we modify a state-of-the-art parser (Charniak and Johnson, 2005) to generate packed forest, and determine mention candidates among all constituents from both given parse tree and packed forest. The packed forest is a compact representation of all parse trees for a given sentence. Readers can refer to (Mi et al., 2008) for detailed definitions.

Once the mentions are identified, the left step is to group mentions referring to same object into similar entity. This problem can be viewed as binary classification problem of determining whether each mention pairs corefer. We use a Maximum Entropy classifier to predict the possibility that two mentions refer to the similar entity. And mainly following the work of Luo et al. (2004), we use a beam search algorithm based on Bell Tree to obtain the global optimal classification.

As this is the first time we participate competition of coreference resolution, we mainly concentrate on developing fault tolerant capability of our system while omitting feature engineering and other helpful technologies.

2 Mention Detection

The first step of the coreference resolution tries to recognize occurrences of mentions in documents. Note that we recognize mention boundaries only on development and test set while generating training

---

\(^1\)http://conll.bbn.com/
\(^2\)http://www.bbn.com/ontonotes/
instances using gold boundaries provided by official data.

The first stage of our system consists of following three successive steps:

- Extracting constituents annotated with \textit{NP}, \textit{NNP}, \textit{PRP}, \textit{PRP}\$ and \textit{VBD} POS tags from single parse tree.
- Extracting constituents with the same tags as the last step from packed forest.
- Extracting Named Entity recognized by given data.

It is worth mentioning that above three steps will produce duplicated mentions, we hence collect all mentions into a list and discard duplicated candidates. The contribution of using packed forest is that it extends the searching space of mention candidates. Figure 1 presents an example to explain the advantage of employing packed forest to enhance the mention detection process. The left side of Figure 1 is the automatic parse tree extracted from development set, in which mention “my daughter” has no corresponding constituent \textit{NP}_0 in a forest. Under normal strategy, “my daughter” will be absent in the clustering stage. However, we find that mention has its constituent \textit{NP}_0 in packed forest. According to statistics, when using packed forest, only 0.5% mentions could not be recognized while the traditional method is 3%, that means the theoretical upper bound of our system reaches 99% compared to baseline’s 97%.

Since the requirement of this year’s task is to model unrestricted coreference, intuitively, we should not constraint in recognizing only noun phrases but also adjective phrase, verb and so on. However, we find that most mentions appeared in corpus are noun phrases, and our experimental results indicate that considering constituents annotated with above proposed POS tags achieve the best performance.

3 Determining Coreference

This stage is to determine which mentions belong to the same entity. We train a Maximum Entropy classifier (Le, 2004) to decide whether two mentions are coreferent. We use the method proposed by Soon, et al.’s to generate the training instances, where a positive instance is formed between current mention \textit{M}_j and its closest preceding antecedent \textit{M}_i, and a negative instance is created by paring \textit{M}_j with each of the intervening mentions, \textit{M}_{i+1}, \textit{M}_{i+2},...,\textit{M}_{j-1}.

We use the following features to train our classifier.

**Features in Soon et al.’s work (Soon et al., 2001)**

**Lexical features**
- \texttt{IS\_PREFIX}: whether the string of one mention is prefix of the other;
- \texttt{IS\_SUFFIX}: whether the string of one mention is suffix of the other;
- \texttt{ACRONYM}: whether one mention is the acronym of the other;

**Distance features**
- \texttt{SENT\_DIST}: distance between the sentences containing the two mentions;
- \texttt{MEN\_DIST}: number of mentions between two mentions;

**Grammatical features**
- \texttt{IJ\_PRONOUN}: whether both mentions are pronoun;
- \texttt{I\_NESTED}: whether mention \textit{i} is nested in another mention;
- \texttt{J\_NESTED}: whether mention \textit{j} is nested in another mention;

**Syntax features**
- \texttt{HEAD}: whether the heads of two mentions have the same string;
- \texttt{HEAD\_POS}: whether the heads of two mentions have the same POS;
- \texttt{HEAD\_POS\_PAIRS}: pairs of POS of the two mentions’ heads;
Semantic features

WNDIST: distance between two mentions in WordNet;
I_ARG0: whether mention $i$ has the semantic role of Arg0;
J_ARG0: whether mention $j$ has the semantic role of Arg0;
IJ_ARGS: whether two mentions have the semantic roles for similar predicate;

In the submitted results, we use the L-BFGS parameter estimation algorithm with gaussian prior smoothing (Chen and Rosenfeld, 1999). We set the gaussian prior to 2 and train the model in 100 iterations.

3.1 Creation of Entities

This stage aims to create the mentions detected in the first stage into entities, according to the prediction of classifier. One simple method is to use a greedy algorithm, by comparing each mention to its previous mentions and refer to the one that has the highest probability. In principle, this algorithm is too greedy and sometimes results in unreasonable partition (Ng, 2010). To address this problem, we follow the literature (Luo et al., 2004) and propose to use beam search to find global optimal partition.

Intuitively, creation of entities can be casted as partition problem. And the number of partitions equals the Bell Number (Bell, 1934), which has a “closed” formula

\[
B(n) = \frac{1}{e} \sum_{k=0}^{\infty} \frac{k^n}{k!}
\]

Clearly, this number is very huge when $n$ is large, enumeration of all partitions is impossible, so we instead designing a beam search algorithm to find the best partition.

Formally, the task is to optimize the following objective,

\[
\hat{y} = \arg \max_{\phi \in \Phi} \sum_{\epsilon \in \phi} \text{Prob}(\epsilon)
\]  

where $P$ is all partitions, $\text{Prob}(\epsilon)$ is the cost of entity $\epsilon$. And we can use the following formula to calculate the $\text{Prob}(\epsilon)$,

\[
\text{Prob}(\epsilon) = \sum_{i \in \epsilon, j \in \epsilon} \text{pos}(m_i, m_j) + \sum_{i \in \epsilon, j \notin \epsilon} \text{neg}(m_i, m_j)
\]

where $\text{pos}(m_i, m_j)$ is the score predicted by classifier that the possibility two mentions $m_i$ and $m_j$ group into one entity, and $\text{neg}(m_i, m_j)$ is the score that two mentions are not coreferent.

Theoretically, we can design a dynamic algorithm to obtain the best partition schema. Providing there are four mentions from A to D, and we have obtained the partitions of A, B and C. To incorporate D, we should consider assigning D to each entity of every partition, and generate the partitions of four mentions. For detailed explanation, the partitions of three mentions are $[A][B][C]$, $[AB][C]$, $[A][BC]$ and $[ABC]$, when considering the forth mention D, we generate the following partitions:

- $[A][B][C][D]$, $[AD][B][C]$, $[A][BD][C]$, $[A][BCD]$
- $[AB][C][D]$, $[ABD][C]$, $[AB][CD]$
- $[A][BC][D]$, $[AD][BC]$, $[A][BCD]$
- $[ABC][D]$, $[ABCD]$

The score of partition $[AD][B][C]$ can be calculated by $\text{score}([A][B][C]) + \text{pos}(A, D) + \text{neg}(B, D) + \text{neg}(C, D)$. Since we can computer $\text{pos}$ and $\text{neg}$ score between any two mentions in advance, this problem can be efficiently solved by dynamic algorithm. However, in practice, enumerating the whole partitions is intractable, we instead exploiting a beam with size $k$ to store the top $k$ partitions of current mention size, according to the score the partition obtain. Due to the scope limitation, we omit the detailed algorithm, readers can refer to Luo et al. (2004) for detailed description, since our approach is almost similar to theirs.

4 Experiments

4.1 Data Preparation

The shared task provided data includes information of lemma, POS, parse tree, word sense, predicate arguments, named entity and so on. In addition to those information, we use a modified in house parser to generate packed forest for each sentence in development set, and prune the packed forest with threshold $p=3$ (Huang, 2008). Since the OntoNotes involves multiple genre data, we merge all files and
take it as our training corpus. We use the supplied score toolkit \(^3\) to compute MUC, BCUBED, CEAFM, CEAFE and BLANC metrics.

### 4.2 Experimental Results

We first implement a baseline system (\textit{baseline}) that use single parse tree for mention detection and greedy algorithm for creation of entities. We also run the baseline system using gold parse tree, namely \textit{baseline gold}. To investigate the contribution of packed forest, we design a reinforced system, namely \textit{sys forest}. And another system, named as \textit{sys btree}, is used to see the contribution of beam search with beam size \(k=10\). Lastly, we combine two technologies and obtain system \textit{sys forest btree}.

Table 1 shows the experimental results on development data. We find that the system using beam search achieve promising improvement over baseline. The reason for that has been discussed in last section. We also find that compared to \textit{baseline}, \textit{sys forest} and \textit{baseline gold} both achieve improvement in term of some metrics. And we are glad to find that using forest, the performance of our system is approaching the system based on gold parse tree. But even using the gold parse tree, the improvement is slight. \(^4\) One reason is that we used some lexical and grammar features which are dominant during prediction, and another explanation is that packed forest enlarges the size of mentions but brings difficulty to resolve them.

To investigate the effect of different genres to develop set, we also perform following compared experiments:

- \textit{sys1}: all training corpus + WSJ development corpus
- \textit{sys2}: WSJ training corpus + WSJ development corpus

Table 2 indicates that knowledge from other genres can help coreference resolution. Perhaps the reason is the same as last experiments, where syntax diversity affects the task not very seriously.

### 5 Conclusion

In this paper, we describe our system for CoNLL-2011 shared task. We propose to use packed forest and beam search to improve the performance of coreference resolution. Multiple experiments prove that such improvements do help the task.
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\(^3\)http://conll.bbn.com/download/scorer.v4.tar.gz

\(^4\)Since under task requirement, singleton mentions are filtered out, it is hard to recognize the contribution of packed forest to mention detection, while we may incorrectly resolve some mentions into singletons that affects the score of mention detection.
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Abstract
We introduce an incremental model for coreference resolution that competed in the CoNLL 2011 shared task (open regular). We decided to participate with our baseline model, since it worked well with two other datasets. The benefits of an incremental over a mention-pair architecture are: a drastic reduction of the number of candidate pairs, a means to overcome the problem of underspecified items in pairwise classification and the natural integration of global constraints such as transitivity. We do not apply machine learning, instead the system uses an empirically derived salience measure based on the dependency labels of the true mentions. Our experiments seem to indicate that such a system already is on par with machine learning approaches.

1 Introduction
With notable exceptions (Luo et al., 2004; Yang et al., 2004; Daume III and Marcu, 2005; Culotta et al., 2007; Klenner, 2007; Rahman and Ng, 2009; Klenner and Ailloud, 2009; Cai and Strube, 2010; Raghunathan et al., 2010) supervised approaches to coreference resolution are often realized by pairwise classification of anaphor-antecedent candidates. A popular and often reimplemented approach is presented in (Soon et al., 2001). As recently discussed in (Ng, 2010), the so called mention-pair model suffers from several design flaws which originate from the locally confined perspective of the model:

• Generation of (transitively) redundant pairs, as the formation of coreference sets (coreference clustering) is done after pairwise classification
• Thereby generation of skewed training sets which lead to classifiers biased towards negative classification
• No means to enforce global constraints such as transitivity
• Underspecification of antecedent candidates

These problems can be remedied by an incremental entity-mention model, where candidate pairs are evaluated on the basis of the emerging coreference sets. A clustering phase on top of the pairwise classifier no longer is needed and the number of candidate pairs is reduced, since from each coreference set (be it large or small) only one mention (the most representative one) needs to be compared to a new anaphor candidate. We form a ‘virtual prototype’ that collects information from all the members of each coreference set in order to maximize ‘representativeness’. Constraints such as transitivity and morphological agreement can be assured by just a single comparison. If an anaphor candidate is compatible with the virtual prototype, then it is by definition compatible with all members of the coreference set.

We designed our system to work purely with a simple, yet empirically derived salience measure. It turned out that it outperformed (for German and English, using CEAF, B-cubed and Blanc) the systems from the 2010’s SemEval shared task\(^1\) on ‘coreference resolution in multiple languages’. Only with the more and more questioned (Luo, 2005; Cai and

\(^1\)We have carried out a post task evaluation with the data provided on the SemEval web page.
Strube, 2010) MUC measure our system performed worse (at least for English). Our system uses real preprocessing (i.e. a dependency parser (Schneider, 2008)) and extracts markables (nouns, named entities and pronouns) from the chunks and based on POS tags delivered by the preprocessing pipeline. Since we are using a parser, we automatically take part in the open regular session. Please note that the dependency labels are the only additional information being used by our system.

2 Our Incremental Model

Fig. 1 shows the basic algorithm. Let I be the chronologically ordered list of markables, C be the set of coreference sets (i.e. the coreference partition) and B a buffer, where markables are stored, if they are not found to be anaphoric (but might be valid antecedents, still). Furthermore $m_i$ is the current markable and $\oplus$ means concatenation of a list and a single item. The algorithm proceeds as follows: a set of antecedent candidates is determined for each markable $m_i$ (steps 1 to 7) from the coreference sets and the buffer. A valid candidate $r_j$ or $b_k$ must be compatible with $m_i$. The definition of compatibility depends on the POS tags of the anaphor-antecedent pair (in order to be coreferent, e.g. two pronouns must agree in person, number and gender etc.).

In order to reduce underspecification, $m_i$ is compared to a virtual prototype of each coreference set. The virtual prototype bears information accumulated from all elements of the coreference set. For instance, assume a candidate pair `she .. Clinton`. Since the gender of `Clinton` is unspecified, the pair might or might not be a good candidate. But if there is a coreference set already including `Clinton`, let’s say: {`Hilary Clinton`, her, she} then we know the gender from the other members and are more save in our decision. The virtual prototype here would be something like: singular, feminine, human.

From the set of candidates, Cand, the most salient $ante_i \in$ Cand is selected (step 10) and the coreference partition is augmented (step 11). If $ante_i$ comes from a coreference set, $m_i$ is added to that set. Otherwise ($ante_i$ is from the buffer), a new set is formed, $\{ante_i, m_i\}$, and added to the set of coreference sets.

2.1 Restricted Accessibility of Antecedent Candidates

As already discussed, access to coreference sets is restricted to the virtual prototype - the concrete members are invisible. This reduces the number of considered pairs (from the cardinality of a set to 1).

Moreover, we also restrict the access to buffer elements: if an antecedent candidate, $r_j$, from a coreference set exists, then elements from the buffer, $b_k$, are only licensed if they are more recent than $r_j$. If both appear in the same sentence, the buffer element must be more salient in order to get licensed.

2.2 Filtering based on Anaphora Type

There is a number of conditions not shown in the basic algorithm from Fig. 1 that define compatibility of antecedent and anaphor candidates based on POS tags. Reflexive pronouns must be bound in the subclause they occur, more specifically to the subject governed by the same verb. Personal and possessive pronouns are licensed to bind to morphologically compatible antecedent candidates (named entities, nouns and pronouns) within a window of three sentences.

We use the information given by CoNLL input data to identify `speaker` and the person addressed by `you`. `I` refers to one of the coreference sets whose speaker is the person who, according to the CoNLL data, is the producer of the sentence. `You` refers to the producer of the last sentence not being produced by the current `speaker`. If one didn’t have access to these data, it would be impossible to correctly identify the reference of `I`, since turn taking is not indicated in the pure textual data.

As we do not use machine learning, we only apply string matching techniques to match nominal NPs and leave out bridging anaphora (i.e. anaphoric nouns that are connected to their antecedents through a semantic relation such as hyponymy and cannot be identified by string matching therefore). Named entities must either match completely or the antecedent must be longer than one token and all tokens of the anaphor must be contained in the antecedent (to capture relations such as...

\footnote{To identify animacy and gender of NEs we use a list of known first names annotated with gender information. To obtain animacy information for common nouns we conduct a WordNet lookup.}
as 'Hillary Clinton ... Clinton'). Demonstrative NPs are mapped to nominal NPs by matching their heads. Definite NPs match with noun chunks that are longer than one token and must be contained completely without the determiner (e.g. 'Recent events ... the events'). From the candidates that pass these filters the most salient one is selected as antecedent. If two or more candidates with equal salience are available, the closest one is chosen.

2.3 Binding Theory as a Filter

There is another principle that help reduce the number of candidates even further: binding theory. We know that 'He' and 'him' cannot be coreferent in the sentence 'He gave him the book'. Thus, the pair 'He'-'him' need not be considered at all. Actually, there are subtle restrictions to be captured here. We have not implemented a full-blown binding theory on top of our dependency parser, yet. Instead, we approximated binding restrictions by subclause detection. 'He' and 'him' in the example above are in the same subclause (the main clause) and are, thus, exclusive. This is true for nouns and personal pronouns, only. Possessive and reflexive pronouns are allowed to be bound in the same subclause.

2.4 An Empirically-based Salience Measure

Since we look for a simple and fast salience measure and do not apply machine learning in our baseline system, our measure is solely based on the grammatical functions (given by the dependency labels) of the true mentions. Grammatical functions have played a major role in calculating salience, especially in rule-based systems such as (Hobbs, 1976; Lappin and Leass, 1994; Mitkov et al., 2002; Siddharthan, 2003). Instead of manually specifying the weights for the dependency labels like (Lappin and Leass, 1994), we derived them empirically from the coreference CoNLL 2011 gold standard (training data). The salience of a dependency label, D, is estimated by the number of true mentions in the gold standard that bear D (i.e. are connected to their heads with D), divided by the total number of true mentions. The salience of the label subject is thus calculated by:

\[
\text{Number of true mentions bearing subject} \quad \frac{\text{Total number of true mentions}}{\text{Total number of true mentions}}
\]

For a given dependency label, this fraction indicates how strong is the label a clue for bearing an antecedent. This way, we get a hierarchical ordering of the dependency labels (subject > object > pobject > ...) according to which antecedents are ranked. Clearly, future work will have to establish a more elaborate calculation of salience. To our surprise, however, this salience measure performed quite well, at least together with our incremental architecture.

3 Evaluation

The results of our evaluation over the CoNLL 2011 shared task development set are given in Fig. 2 (development set) and 3 (official results on the test set). The official overall score of our system in the open regular setting is 51.77.

Our results are mediocre. There are several rea-
## 4 Related Work

(Ng, 2010) discusses the entity-mention model which operates on emerging coreference sets to create features describing the relation of an anaphor candidate and established coreference sets. (Luo et al., 2004) implemented such a model but it performed worse than the mention-pair model. (Yang et al., 2004) presented an incremental model which used some coreference set specific features, namely introducing the number of mentions in a set as a feature besides checking for morphological compatibility with all mentions in a set. They also report that the set size feature only marginally improves or in some combinations even worsens system performance. (Daume III and Marcu, 2005) introduced a wide range of set specific features, capturing set count, size and distribution amongst others, in a joint model for the ACE data.

All the above mentioned systems use an incremental model to generate features describing the emerging coreference sets and the anaphor candidate. In contrast, we use an incremental architecture to control pair generation in order to prevent generation of either redundant or irrelevant pairs.

## 5 Conclusions

We have introduced an incremental model for coreference resolution based on an empirically derived salience measure that is meant as a simple and very fast baseline system. We do not use machine learning, nor do we resolve more complex nominal anaphora such as ’Obama ... The president’ (but we handle those that can be resolved by simple pattern matching, e.g. Hilary Clinton .. Clinton). Given these restrictions, our system performed well.

The central idea of our approach is that the evolving coreference sets should restrict the access to antecedent candidates in a twofold way: by use of virtual prototypes that accumulate the properties of all members of a coreference set (e.g. wrt. animacy), but also by restricting reachable buffer elements (i.e. yet unattached markables).

The benefits of our incremental model are:

- due to the restricted access to antecedent candidates, the number of generated candidate pairs can be reduced drastically\(^5\)
- no coreference clustering phase is needed
- the problem of underspecification that exists for any pair-wise model can be compensated by a virtual prototype that accumulates the properties of the elements of a coreference set

These benefits are independent of the underlying classification scheme, be it a simple salience-based one or a more advanced machine learning one. The work presented here thus would like to opt for further research based on incremental architectures. Web demos for English and German are available\(^6\).

---

\(^4\)Especially Asiatic names pose problems to our parser, quite often the extensions could not get correctly fixed.

\(^5\)We observed a reduction over 75% in some experiments when moving from a mention-pair to an incremental entity-mention model.

\(^6\)http://kitt.cl.uzh.ch/kitt/coref/
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Abstract

We present our end-to-end coreference resolution system, COPA, which implements a global decision via hypergraph partitioning. In constrast to almost all previous approaches, we do not rely on separate classification and clustering steps, but perform coreference resolution globally in one step. COPA represents each document as a hypergraph and partitions it with a spectral clustering algorithm. Various types of relational features can be easily incorporated in this framework. COPA has participated in the open setting of the CoNLL shared task on modeling unrestricted coreference.

1 Introduction

Coreference resolution is the task of grouping mentions of entities into sets so that all mentions in one set refer to the same entity. Most recent approaches to coreference resolution divide this task into two steps: (1) a classification step which determines whether a pair of mentions is coreferent or which outputs a confidence value, and (2) a clustering step which groups mentions into entities based on the output of step 1.

In this paper we present an end-to-end coreference resolution system, COPA, which avoids the division into two steps and instead performs a global decision in one step. The system presents a document as a hypergraph, where the vertices denote mentions and the edges denote relational features between mentions. Coreference resolution is then performed globally in one step by partitioning the hypergraph into subhypergraphs so that all mentions in one subhypergraph refer to the same entity (Cai and Strube, 2010). COPA assigns edge weights by applying simple descriptive statistics on the training data. Since COPA does not need to learn an explicit model, we used only 30% of the CoNLL shared task training data. We did this not for efficiency reasons, only for convenience.

While COPA has been developed originally to perform coreference resolution on MUC and ACE data (Cai and Strube, 2010), the move to the OntoNotes data (Weischedel et al., 2011) required mainly to update the mention detector and the feature set. Since several off-the-shelf preprocessing components are used, COPA participated in the open setting of the CoNLL shared task on modeling unrestricted coreference (Pradhan et al., 2011). We did not make extensive use of information beyond information from the closed class setting.

2 Preprocessing

COPA is implemented on top of the BART-toolkit (Versley et al., 2008). Documents are transformed into the MMAX2-format (Müller and Strube, 2006) which allows for easy visualization and (linguistic) debugging. Each document is stored in several XML-files representing different layers of annotations. These annotations are created by a pipeline of preprocessing components. We use the Stanford MaxentTagger (Toutanova et al., 2003) for part-of-speech tagging, and the Stanford Named Entity Recognizer (Finkel et al., 2005) for annotating named entities. In order to derive syntactic information, we use the Charniak/Johnson reranking parser (Charniak and Johnson, 2005) com-
bined with a constituent-to-dependency conversion Tool (http://nlp.cs.lth.se/software/treebank_converter). The preprocessing models are not trained on CoNLL data, so we only participated in the open task.

We have implemented an in-house mention detector, which makes use of the parsing output, the part-of-speech tags, as well as the chunks from the Yamcha Chunker (Kudoh and Matsumoto, 2000). For the OntoNotes data, the mention detector annotates the biggest noun phrase spans.

3 COPA: Coreference Partitioner

The COPA system consists of modules which derive hyperedges from features and assign edge weights indicating a positive correlation with the coreference relation, and resolution modules which create a hypergraph representation for the testing data and perform partitioning to produce subhypergraphs, each of which represents an entity.

3.1 HyperEdgeCreator

COPA needs training data only for computing the hyperedge weights. Hyperedges represent features. Each hyperedge corresponds to a feature instance modeling a simple relation between two or more mentions. This leads to initially overlapping sets of mentions. Hyperedges are assigned weights which are calculated on the training data as the percentage of the initial edges being in fact coreferent. Due to the simple strategy of assigning edge weights, only a reasonable size of training data is needed.

3.2 Coreference Resolution Modules

Unlike pairwise models, COPA processes a document globally in one step, taking care of the preference information among all the mentions simultaneously and clustering them into sets directly. A document is represented as a single hypergraph with multiple edges. The hypergraph resolver partitions the hypergraph into several sub-hypergraphs, each corresponding to one set of coreferent mentions.

3.2.1 HGModelBuilder

A single document is represented in a hypergraph with basic relational features. Each hyperedge in a graph corresponds to an instance of one of those features with the weight assigned by the HyperEdge-Learner. Instead of connecting nodes with the target relation as usually done in graph models, COPA builds the graph directly out of low dimensional features without assuming a distance metric.

3.2.2 HGResolver

In order to partition the hypergraph we adopt a spectral clustering algorithm (Agarwal et al., 2005). All experimental results are obtained using symmetric Laplacians ($L_{sym}$) (von Luxburg, 2007).

We apply the recursive variant of spectral clustering, recursive 2-way partitioning (R2 partitioner) (Cai and Strube, 2010). This method does not need any information about the number of target sets (the number $k$ of clusters). Instead a stopping criterion $\alpha^*$ has to be provided which is adjusted on development data.

3.3 Complexity of HGResolver

Since edge weights are assigned using simple descriptive statistics, the time HGResolver needs for building the graph Laplacian matrix is not substantial. For eigensolving, we use an open source library provided by the Colt project\footnote{http://acs.lbl.gov/~hoschek/colt/} which implements a Householder-QL algorithm to solve the eigenvalue decomposition. When applied to the symmetric graph Laplacian, the complexity of the eigensolving is given by $O(n^3)$, where $n$ is the number of mentions in a hypergraph. Since there are only a few hundred mentions per document in our data, this complexity is not an issue. Spectral clustering gets problematic when applied to millions of data points.

4 Features

In our system, features are represented as types of hyperedges. Any realized edge is an instance of the corresponding edge type. All instances derived from the same type have the same weight, but they may get reweighed by the distance feature (see Cai and Strube (2010)). We use three types of features:

- **negative**: prevent edges between mentions;
- **positive**: generate strong edges between mentions;
- **weak**: add edges to an existing graph without introducing new vertices;
In the following subsections we describe the features used in our experiments. Some of the features described in Cai and Strube (2010) had to be changed to cope with the OntoNotes data. We also introduced a few more features (in particular in order to deal with the dialogue section in the data).

4.1 Negative Features

Negative features describe pairwise relations which are most likely not coreferent. While we implemented this information as weak positive features in Cai and Strube (2010), here we apply these features before graph construction as global variables.

When two mentions are connected by a negative relation, no edges will be built between them in the graph. For instance, no edges are allowed between the mention Hillary Clinton and the mention he due to incompatible gender.

- **(1) N_Gender**, (2) **N_Number**: Two mentions do not agree in gender or number.
- **(3) N_SemanticClass**: Two mentions do not agree in semantic class (only the Object, Date and Person top categories derived from WordNet (Fellbaum, 1998) are used).
- **(4) N_Mod**: Two mentions have the same syntactic heads, and the anaphor has a pre-modifier which does not occur in the antecedent and does not contradict the antecedent.
- **(5) N_DSPrn**: Two first person pronouns in direct speeches assigned to different speakers.
- **(6) N_ContraSubjObj**: Two mentions are in the subject and object positions of the same verb, and the anaphor is a non-possessive pronoun.

4.2 Positive Features

The majority of well studied coreference features (e.g. Stoyanov et al. (2009)) are actually positive coreference indicators. In our system, the mentions which participate in positive relations are included in the graph representation.

- **(7) StrMatch_Npron** & **(8) StrMatch_Pron**: After discarding stop words, if the strings of mentions completely match and are not pronouns, they are put into edges of the StrMatch_Npron type. When the matched mentions are pronouns, they are put into the StrMatch_Pron type edges.
- **(9) Alias**: After discarding stop words, if mentions are aliases of each other (i.e. proper names with partial match, full names and acronyms, etc.).
- **(10) HeadMatch**: If the syntactic heads of mentions match.
- **(11) Nprn_Prn**: If the antecedent is not a pronoun and the anaphor is a pronoun. This feature is restricted to a sentence distance of 2. Though it is not highly weighted, it is crucial for integrating pronouns into the graph.
- **(12) Speaker12Prn**: If the speaker of the second person pronoun is talking to the speaker of the first person pronoun. The mentions contain only first or second person pronouns.
- **(13) DSPrn**: If one of the mentions is the subject of a speak verb, and other mentions are first person pronouns within the corresponding direct speech.
- **(14) ReflexivePrn**: If the anaphor is a reflexive pronoun, and the antecedent is subject of the sentence.
- **(15) PossPrn**: If the anaphor is a possessive pronoun, and the antecedent is the subject of the sentence or the subclause.
- **(16) GPEIsA**: If the antecedent is a Named Entity of GPE entity type (i.e. one of the ACE entity type (NIST, 2004)), and the anaphor is a definite expression of the same type.
- **(17) OrgIsA**: If the antecedent is a Named Entity of Organization entity type, and the anaphor is a definite expression of the same type.

4.3 Weak Features

Weak features are weak coreference indicators. Using them as positive features would introduce too much noise to the graph (i.e. a graph with too many singletons). We apply weak features only to mentions already integrated in the graph, so that weak information provides it with a richer structure.

- **(18) W_Speak**: If mentions occur with a word meaning to say in a window size of two words.
- **(19) W_Subject**: If mentions are subjects.
- **(20) W_Synonym**: If mentions are synonymous as indicated by WordNet.

5 Results

We submitted COPA’s results to the open setting in the CoNLL shared task on modeling unrestricted coreference. We used only 30% of the training data.
(randomly selected) and the 20 features described in Section 4.

The stopping criterion $\alpha^*$ (see Section 3) is tuned on development data to optimize the final coreference scores. A value of 0.06 is chosen for testing.

COPA’s results on development set (which consists of 202 files) and on testing set are displayed in Table 1 and Table 2 respectively. The Overall numbers in both tables are the average scores of MUC, BCUBED and CEAF(E).

<table>
<thead>
<tr>
<th>Metric</th>
<th>R</th>
<th>P</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>52.69</td>
<td>57.94</td>
<td>55.19</td>
</tr>
<tr>
<td>BCUBED</td>
<td>64.26</td>
<td>73.39</td>
<td>68.52</td>
</tr>
<tr>
<td>CEAF(M)</td>
<td>54.44</td>
<td>54.44</td>
<td>54.44</td>
</tr>
<tr>
<td>CEAF(E)</td>
<td>45.73</td>
<td>40.92</td>
<td>43.19</td>
</tr>
<tr>
<td>BLANC</td>
<td>69.78</td>
<td>75.26</td>
<td>72.13</td>
</tr>
<tr>
<td>Overall</td>
<td>55.63</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: COPA’s results on CoNLL development set

<table>
<thead>
<tr>
<th>Metric</th>
<th>R</th>
<th>P</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>56.73</td>
<td>58.90</td>
<td>57.80</td>
</tr>
<tr>
<td>BCUBED</td>
<td>64.60</td>
<td>71.03</td>
<td>67.66</td>
</tr>
<tr>
<td>CEAF(M)</td>
<td>53.37</td>
<td>53.37</td>
<td>53.37</td>
</tr>
<tr>
<td>CEAF(E)</td>
<td>42.71</td>
<td>40.68</td>
<td>41.67</td>
</tr>
<tr>
<td>BLANC</td>
<td>69.77</td>
<td>73.96</td>
<td>71.62</td>
</tr>
<tr>
<td>Overall</td>
<td>55.71</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: COPA’s results on CoNLL testing set

6 Mention Detection Errors

As described in Section 2, our mention detection is based on automatically extracted information, such as syntactic parses and basic noun phrase chunks. Since there is no minimum span information provided in the OntoNotes data (in constrast to the previous standard corpus, ACE), exact mention boundary detection is required. A lot of the spurious mentions in our system are generated due to mismatches of ending or starting punctuations, and the OntoNotes annotation is also not consistent in this regard. Our current mention detector does not extract verb phrases. Therefore it misses all the Event mentions in the OntoNotes corpus.

We are planning to include idiomatic expression identification into our mention detector, which will help to avoid detecting a lot of spurious mentions, such as God in the phrase for God’s sake.

7 COPA Errors

Besides the fact that the current COPA is not resolving any event coreferences, our in-house mention detector performs weakly in extracting date mentions too. As a result, the system outputs several spurious coreference sets, for instance a set containing the September from the mention 15th September.

A large amount of the recall loss in our system is due to the lack of the world knowledge. For example, COPA does not resolve the mention the Europe station correctly into the entity Radio Free Europe, for it has no knowledge that the entity is a station.

Some more difficult coreference phenomena in OntoNotes data might require a reasoning mechanism. To be able to connect the mention the victim with the mention the groom’s brother, the event of the brother being killed needs to be interpreted by the system.

We also observed from the experiments that the resolution of the it mentions are quite inaccurate. Although our mention detector takes care of discarding pleonastic it’s, there are still a lot of them left which introduce wrong coreference sets. Since the it’s do not contain enough information by themselves, more features exploring their local syntax are necessary.

8 Conclusions

In this paper we described a coreference resolution system, COPA, which implements a global decision in one step via hypergraph partitioning. COPA’s hypergraph-based strategy is a general preference model, where the preference for one mention depends on information on all other mentions.

The system implements three types of relational features — negative, positive and weak features, and assigns the edge weights according to the statistics from the training data. Since the weights are robust with respect to the amount of training data we used only 30% of the training data.

Acknowledgements. This work has been funded by the Klaus Tschira Foundation, Heidelberg, Germany. The first author has been supported by a HITS PhD. scholarship.
References


Narrative Schema as World Knowledge for Coreference Resolution

Joseph Irwin  
Nara Institute of Science and Technology  
Nara Prefecture, Japan  
joseph-i@is.naist.jp

Mamoru Komachi  
Nara Institute of Science and Technology  
Nara Prefecture, Japan  
komachi@is.naist.jp

Yuji Matsumoto  
Nara Institute of Science and Technology  
Nara Prefecture, Japan  
matsu@is.naist.jp

Abstract

In this paper we describe the system with which we participated in the CoNLL-2011 Shared Task on modelling coreference. Our system is based on a cluster-ranking model proposed by Rahman and Ng (2009), with novel semantic features based on recent research on narrative event schema (Chambers and Jurafsky, 2009). We demonstrate some improvements over the baseline when using schema information, although the effect varied between the metrics used. We also explore the impact of various features on our system’s performance.

1 Introduction

Coreference resolution is a problem for automated document understanding. We say two segments of a natural-language document corefer when they refer to the same real-world entity. The segments of a document which refer to an entity are called mentions. In coreference resolution tasks, mentions are usually restricted to noun phrases.

The goal of the CoNLL-2011 Shared Task (Pradhan et al., 2011) is to model unrestricted coreference using the OntoNotes corpus. The OntoNotes corpus is annotated with several layers of syntactic and semantic information, making it a rich resource for investigating coreference resolution (Pradhan et al., 2007).

We participated in both the “open” and “closed” tracks. The “closed” track requires systems to only use the provided data, while the “open” track allows use of external data. We created a baseline system based on the cluster-ranking model proposed by Rahman and Ng (2009). We then experimented with adding novel semantic features derived from co-referring predicate-argument chains. These narrative schema were developed by Chambers and Jurafsky (2009). They are described in more detail in a later section.

2 Related Work

Supervised machine-learning approaches to coreference resolution have been researched for almost two decades. Recently, the state of the art seems to be moving away from the early mention-pair classification model toward entity-based models. Ng (2010) provides an excellent overview of the history and recent developments within the field.

Both entity-mention and mention-pair models are formulated as binary classification problems; however, ranking may be a more natural approach to coreference resolution (Ng, 2010; Rahman and Ng, 2009). Rahman and Ng (2009) in particular propose the cluster-ranking model which we used in our baseline. In another approach, Daumé and Marcu (2005) apply their Learning as Search Optimization framework to coreference resolution, and show good results.

Feature selection is important for good performance in coreference resolution. Ng (2010) discusses commonly used features, and analyses of the contribution of various features can be found in (Daumé and Marcu, 2005; Rahman and Ng, 2011; Ponzetto and Strube, 2006b). Surprisingly, Rahman and Ng (2011) demonstrated that a system using almost exclusively lexical features could outperform...
systems which used more traditional sets of features. Although string features have a large effect on performance, it is recognized that the use of semantic information is important for further improvement (Ng, 2010; Ponzetto and Strube, 2006a; Ponzetto and Strube, 2006b; Haghighi and Klein, 2010). The use of predicate-argument structure has been explored by Ponzetto and Strube (2006b; 2006a).

3 Narrative Schema for Coreference

Narrative schema are extracted from large-scale corpora using coreference information to identify predicates whose arguments often corefer. Similarity measures are used to build up schema consisting of one or more event chains – chains of typically-coreferring predicate arguments (Chambers and Jurafsky, 2009). Each chain corresponds to a role in the schema.

A role defines a class of participants in the schema. Conceptually, if a schema is present in a document, than each role in the schema corresponds to an entity in the document. An example schema is shown with some typical participants in Figure 1. In this paper the temporal order of events in the schema is not considered.

![Figure 1: An example narrative schema with two roles.](image)

Narrative schema are similar to the script concept put forth by Schank and Abelson (1977). Like scripts, narrative schema can capture complex structured information about events described in natural language documents (Schank and Abelson, 1977; Abelson, 1981; Chambers and Jurafsky, 2009).

We hypothesize that narrative schema can be a good source of information for making coreference decisions. One reason they could be useful is that they can directly capture the fact that arguments of certain predicates are relatively more likely to refer to the same entity. In fact, they can capture global information about verbs ranging over the entire document, which we expect may lead to greater accuracy when combined with the incremental clustering algorithm we employ.

Additionally, the information that two predicates often share arguments yields semantic information about the argument words themselves. For example, if the subjects of the verbs eat and drink often corefer, we may be able to infer that words which occur in the subject position of these verbs share some property (e.g., animacy). This last conjecture is somewhat validated by Ponzetto and Strube (2006b), who reported that including predicate-argument pairs as features improved the performance of a coreference resolver.

4 System Description

4.1 Overview

We built a coreference resolution system based on the cluster-ranking algorithm proposed by Rahman and Ng (2009). During document processing maintains a list of clusters of coreferring mentions which are created iteratively. Our system uses a deterministic mention-detection algorithm that extracts candidate NPs from a document. We process the mentions in order of appearance in the document. For each mention a ranking query is created, with features generated from the clusters created so far. In each query we include a null-cluster instance, to allow joint learning of discourse-new detection, following (Rahman and Ng, 2009).

For training, each mention is assigned to its correct cluster according to the coreference annotation. The resulting queries are used to train a classification-based ranker.

In testing, the ranking model thus learned is used to rank the clusters in each query as it is created; the active mention is assigned to the cluster with the highest rank.

A data-flow diagram for our system is shown in Figure 2.
4.2 Cluster-ranking Model

Our baseline system uses a cluster-ranking model proposed by Rahman and Ng (2009; 2011). In this model, clusters are iteratively constructed after considering each active mention in a document in order. During training, features are created between the active mention and each cluster created so far. A rank is assigned such that the cluster which is coreferent to the active mention has the highest value, and each non-coreferent cluster is assigned the same, lower rank (The exact values are irrelevant to learning a ranking; for the experiments in this paper we used the values 2 and 1). In this way it is possible to learn to preferentially rank correct clustering decisions higher.

For classification, instances are constructed exactly the same way as for training, except that for each active mention, a query must be constructed and ranked by the classifier in order to proceed with the clustering. After the query for each active mention has been ranked, the mention is assigned to the cluster with the highest ranking, and the algorithm proceeds to the next mention.

4.3 Notation

In the following sections, $m_k$ is the active mention currently being considered, $m_j$ is a candidate antecedent mention, and $c_j$ is the cluster to which it belongs. Most of the features used in our system actually apply to a pair of mentions (i.e., $m_k$ and $m_j$) or to a single mention (either $m_k$ or $m_j$). To create a training or test instance using $m_k$ and $c_j$, the features which apply to $m_j$ are converted to cluster-level features by a procedure described in 4.6.

4.4 Joint Anaphoric Mention Detection

We follow Rahman and Ng (2009) in jointly learning to detect anaphoric mentions along with resolving coreference relations. For each active mention $m_k$, an instance for a ‘null’ cluster is also created, with rank 2 if the mention is not coreferent with any preceding mention, or rank 1 if it has an antecedent. This allows the ranker the option of making $m_k$ discourse-new. To create this instance, only the features which involve just $m_k$ are used.

4.5 Features

The features used in our system are shown in Table 1. For the NE features we directly use the types from the OntoNotes annotation. ¹

4.6 Making Cluster-Level Features

Each feature which applies to $m_j$ must be converted to a cluster-level feature. We follow the procedure described in (Rahman and Ng, 2009). This procedure uses binary features whose values correspond to being logically true or false. Multi-valued features are first converted into equivalent sets of binary-valued features. For each binary-valued feature, four corresponding cluster-level features are created, whose values are determined by four logical

ⁱThe set of types is: PERSON, NORP, FACILITY, ORGANIZATION, GPE, LOCATION, PRODUCT, EVENT, WORK, LAW, LANGUAGE, DATE, TIME, PERCENT, MONEY, QUANTITY, ORDINAL, CARDINAL.
Table 1: Features implemented in our coreference resolver. Binary-valued features have values of YES or NO. Multi-valued features are converted into equivalent sets of binary-valued features before being used to create the cluster-level features used by the ranker.

<table>
<thead>
<tr>
<th>Features involving ( m_j ) only</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SUBJECT</td>
<td>Y if ( m_j ) is the grammatical subject of a verb; N otherwise</td>
</tr>
<tr>
<td>*NE_TYPE1</td>
<td>the NE label for ( m_j ) if there is one else NONE</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Features involving ( m_k ) only</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DEFINITE</td>
<td>Y if the first word of ( m_k ) is the; N otherwise</td>
</tr>
<tr>
<td>DEMONSTRATIVE</td>
<td>Y if the first word of ( m_k ) is one of this, that, these, or those; N otherwise</td>
</tr>
<tr>
<td>DEF DEM NA</td>
<td>Y if neither DEFINITE nor DEMONSTRATIVE is Y; N otherwise</td>
</tr>
<tr>
<td>PRONOUN2</td>
<td>Y if ( m_k ) is a personal pronoun; N otherwise</td>
</tr>
<tr>
<td>PROTYPE2</td>
<td>nominative case of ( m_k ) if ( m_k ) is a pronoun or NA if it is not (e.g., HE if ( m_k ) is him)</td>
</tr>
<tr>
<td>NE_TYPE2</td>
<td>the NE label for ( m_k ) if there is one</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Features involving both ( m_j ) and ( m_k )</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DISTANCE</td>
<td>how many sentences separate ( m_j ) and ( m_k ); the values are A) same sentence, B) previous sentence, and C) two sentences ago or more</td>
</tr>
<tr>
<td>HEAD_MATCH</td>
<td>Y if the head words are the same; N otherwise</td>
</tr>
<tr>
<td>PRONOUN_MATCH</td>
<td>if either of ( m_j ) and ( m_k ) is a pronoun, NA; if the nominative case of ( m_j ) and ( m_k ) is the same, C; I otherwise</td>
</tr>
<tr>
<td>*NE_TYPE'</td>
<td>the concatenation of the NE labels of ( m_j ) and ( m_k ) (if either or both are not labelled NEs, the feature is created using NONE as the corresponding label)</td>
</tr>
<tr>
<td>SCHEMA_PAIR_MATCH</td>
<td>Y if ( m_j ) and ( m_k ) appear in the same role in a schema, and N if they do not</td>
</tr>
</tbody>
</table>

Table 2: Cluster-level features created from binary-valued feature \( F \)

<table>
<thead>
<tr>
<th>Feature</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>NONE_F</td>
<td>[ n = 0 ]</td>
</tr>
<tr>
<td>MOST-FALSE_F</td>
<td>[ n &lt; \frac{C}{2} ]</td>
</tr>
<tr>
<td>MOST-TRUE_F</td>
<td>[ \frac{C}{2} \leq n &lt; C ]</td>
</tr>
<tr>
<td>ALL_F</td>
<td>[ n = C ]</td>
</tr>
</tbody>
</table>

4.7 SCHEMA_CLUSTER_MATCH

The SCHEMA_CLUSTER_MATCH feature is actually three features, which are calculated over an entire candidate antecedent cluster \( c_j \). First a list is created of all of the schema roles which the mentions in \( c_j \) participate in, and sorted in decreasing order according to how many mentions in \( c_j \) participate in each. Then, the value of the feature SCHEMA_CLUSTER_MATCH, is Y if mention \( m_k \) also participates in the \( n^{th} \) schema role in the list, for \( n = 1, 2, 3 \). If it does not, or if the corresponding \( n^{th} \) schema role has fewer than two participants in \( c_j \), the value of this feature is N.

4.8 Implementation Details

Our system was implemented in Python, in order to make use of the NLTK library\(^2\). For the ranker we used SVM\(^{rank} \), an efficient implementation for training ranking SVMs (Joachims, 2006) \(^3\).

\(^2\)http://www.nltk.org/
\(^3\)http://svmlight.joachims.org/
5 Experiments and Results

5.1 CoNLL System Submission

We submitted two results to the CoNLL-2011 Shared Task. In the “closed” track we submitted the results of our baseline system without the schema features, trained on all documents in both the training and development portions of the OntoNotes corpus.

We also submitted a result in the “open” track: a version of our system with the schema features added. Due to issues with the implementation of this second version, however, we were only able to submit results from a model trained on just the WSJ portion of the training dataset. For the schema features, we used a database of narrative schema released by Chambers and Jurafsky (2010) – specifically the list of schemas of size 12.  

The official system scores for our system are listed in Table 3. We can attribute some of the low performance of our system to features which are too noisy, and to having not enough features compared to the large size of the dataset. It is likely that these two factors adversely impact the ability of the SVM to learn effectively. In fact, the features which we introduced partially to provide more features to learn with, the NE features, had the worst impact on performance according to later analysis. Because of a problem with our implementation, we were unable to get an accurate idea of our system’s performance until after the submission deadline.

Table 3: Official system results

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>P</th>
<th>F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>12.45%</td>
<td>50.60%</td>
<td>19.98</td>
</tr>
<tr>
<td>CLOSED</td>
<td>B³</td>
<td>35.07%</td>
<td>89.90%</td>
</tr>
<tr>
<td>CEAF</td>
<td>45.84%</td>
<td>17.38%</td>
<td>25.21</td>
</tr>
<tr>
<td>Overall score: 31.88</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>P</th>
<th>F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>18.56%</td>
<td>51.01%</td>
<td>27.21</td>
</tr>
<tr>
<td>OPEN</td>
<td>B³</td>
<td>38.97%</td>
<td>85.57%</td>
</tr>
<tr>
<td>CEAF</td>
<td>43.33%</td>
<td>19.36%</td>
<td>26.76</td>
</tr>
<tr>
<td>Overall score: 35.84</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.2 Using Narrative Schema as World Knowledge for Coreference Resolution

We conducted an evaluation of the baseline without schema features against a model with both schema features added. The results are shown in Table 4.

The results were mixed, with B³ going up and MUC and CEAF falling slightly. Cross-validation using just the development set showed a more positive picture, however, with both MUC and B³ scores increasing more than 1 point ($p = 0.06$ and $p < 0.01$, respectively), and CEAF increasing about 0.5 points as well (although this was not significant at $p > 0.1$).

One problem with the schema features that we had anticipated was that they may have a problem with sparseness. We had originally intended to extract schema using the coreference annotation in OntoNotes, predicting that this would help alleviate the problem; however, due to time constraints we were unable to complete this effort.

5.3 Feature Analysis

We conducted a feature ablation analysis on our baseline system to better understand the contribution of each feature to overall performance. The results are shown in Table 5. We removed features in blocks of related features: -HEAD removes HEAD_MATCH; -DIST removes the DISTANCE feature; -SUBJ is the baseline system without SUBJECT; -PRO is the baseline system without PRO-NOUN2, PROTYPE2, and PRONOUN_MATCH; -DEF_DEM removes DEFINITE, DEMONSTRATIVE, and DEF_DEM NA; and -NE removes the named entity features.

Table 4: Schema features evaluated on the development set. Training used the entire training dataset.

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>P</th>
<th>F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>12.77%</td>
<td>57.66%</td>
<td>20.91</td>
</tr>
<tr>
<td>+SCHEMA B³</td>
<td>35.1%</td>
<td>91.05%</td>
<td>50.67</td>
</tr>
<tr>
<td>CEAF</td>
<td>47.80%</td>
<td>17.29%</td>
<td>25.40</td>
</tr>
<tr>
<td>MUC</td>
<td>12.78%</td>
<td>54.84%</td>
<td>20.73</td>
</tr>
<tr>
<td>+SCHEMA B³</td>
<td>35.75%</td>
<td>90.39%</td>
<td>51.24</td>
</tr>
<tr>
<td>CEAF</td>
<td>46.62%</td>
<td>17.43%</td>
<td>25.38</td>
</tr>
</tbody>
</table>

All significance tests were performed with a two-tailed t-test.

---

4 Available at http://cs.stanford.edu/people/nc/schemas/
Table 5: Effect of each feature on performance.

The fact that for three of the features, removing the feature actually improved performance is troubling. Possibly these features were too noisy; we need to improve the baseline features for future experiments.

6 Conclusions

Semantic information is necessary for many tasks in natural language processing. Most often this information is used in the form of relationships between words – for example, how semantically similar two words are, or which nouns are the objects of a verb. However, it is likely that humans make use of much higher-level information than the similarity between two concepts when processing language (Abelson, 1981). We attempted to take advantage of recent developments in automatically acquiring just this sort of information, and demonstrated the possibility of making use of it in NLP tasks such as coreference. However, we need to improve both the implementation and data for this approach to be practical.

For future work, we intend to investigate avenues for improving the acquisition and use of the narrative schema information, and also compare narrative schema with other types of semantic information in coreference resolution. Because coreference information is central to the extraction of narrative schema, the joint learning of coreference resolution and narrative schema is another area we would like to explore.
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Abstract

This paper describes our participation in the CoNLL-2011 shared task for closed task. The approach used combines refined salience measure based pronominal resolution and CRFs for non-pronominal resolution. In this work we also use machine learning based approach for identifying non-anaphoric pronouns.

1 Introduction

In this paper we describe our system, used in the CoNLL-2011 shared task “Modeling Unrestricted Coreference in OntoNotes”. The goal of this task is to identify coreference chains in a document. The coreference chains can include names, nominal mentions, pronouns, verbs that are coreferenced with a noun phrases.

The coreferents are classified into two types, pronominal and non-pronominal referents. We use two different approaches using machine learning and salience factor in the resolution of the above two types. Pronominal resolution is done using salience factors and Non-Pronominals using machine learning approach. Pronominal resolution refers to identification of a Noun phrase (NP) that is referred by a pronominal and Non-Pronominals are NP referring to another NP. In the next section we describe the system in detail.

2 System Description

In this section we give a detailed description of our system. The task is divided into two sub-tasks. They are

i) Pronominal resolution
   ii) Non-pronominal resolution

2.1 Pronominal Resolution

Here we have identified salience factors and assigned weights for each factor. Before resolving the pronouns we identify whether a given pronoun is anaphoric or not. In example, (1) below, the pronoun “It”, does not refer to any entity, and it is a pleonastic “it”.

(1) “It will rain today”

In identifying the non-anaphoric pronouns such as “it” we use a CRFs engine, a machine learning approach. We build a language model using the above ML method to identify the non-anaphoric pronouns and the features used in training are word and it’s POS in a window of five (two preceding and two following words to the pronoun). After the non-anaphoric pronoun identification, we resolve the anaphoric pronouns using a pronominal resolution system. Though we use salience factors based on the Lappin and Leass (1994), we have substantially deviated from the basic algorithm and have also used factors from Sobha (2008), where named entity and ontology are considered for resolution.

For identifying an antecedent for a pronoun we consider all the noun phrases before the pronoun in...
the current sentence and in the four sentences preceding the current sentence. Those noun phrases which agree in PNG with the pronoun are considered as the possible candidates. The PNG is obtained using the gender data work of Shane Bergsma and Dekang Lin (2006). The possible candidates are scored based on the salience factors and ranked. The salience factors considered here are presented in the table 1.

<table>
<thead>
<tr>
<th>Salience Factors</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current Sentence (sentence in which pronoun occurs)</td>
<td>100</td>
</tr>
<tr>
<td>For the preceding sentences up to four sentences from the current sentence</td>
<td>Reduce sentence score by 10</td>
</tr>
<tr>
<td>Current Clause (clause in which pronoun occurs)</td>
<td>100 – for possessive pronoun</td>
</tr>
<tr>
<td></td>
<td>50 – for non-possessive pronouns</td>
</tr>
<tr>
<td>Immediate Clause (clause preceding or following the current clause)</td>
<td>50 – for possessive pronoun</td>
</tr>
<tr>
<td></td>
<td>100 – for non-possessive pronouns</td>
</tr>
<tr>
<td>Non-immediate Clause (neither the current or immediate clause)</td>
<td>50</td>
</tr>
<tr>
<td>Possessive NP</td>
<td>65</td>
</tr>
<tr>
<td>Existential NP</td>
<td>70</td>
</tr>
<tr>
<td>Subject</td>
<td>80</td>
</tr>
<tr>
<td>Direct Object</td>
<td>50</td>
</tr>
<tr>
<td>Indirect Object</td>
<td>40</td>
</tr>
<tr>
<td>Compliment of PP</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 1: Salience Factors and weights

2.2 Non-pronominal Coreference resolution

Improving pronominal resolution Using Name Entity (NE) and WordNet: Pronouns such as “He”, “She”, “I” and “You” can take antecedents which are animate and particularly having the NE tag PERSON. Similarly the pronoun “It” can never take an animate as the antecedent. From the WordNet we obtain the information of noun category such as “person”, “object”, “artifact”, “location” etc. Using the NE information provided in the document and the category information in WordNet, the irrelevant candidates are filtered out from the possible candidates. Thus the antecedent and pronoun category agrees.

The highest ranked candidate is considered as the antecedent for the particular pronoun.

In TC and BC genres, the pronouns “I” and “you” refer to the speakers involved in the conversation. For these pronouns we identify the antecedent using heuristic rules making use of the speaker information provided.

Non-pronominal Coreference resolution

In identifying the Non-pronominal as said earlier, we have used a CRFs based machine learning approach. CRFs are well known for label sequencing tasks such as Chunking, Named Entity tagging (Lafferty et al, 2001; Taku Kudo 2005). Here we have CRFs for classification task, by using only the current state features and not the features related to state transition. The features used for training are based on Soon et al (2001). We have changed the method of deriving, values of the features such as String match, alias, from the Soon et al method and found that our method is giving more result. The features used in our work are as follows.

a) Distance feature – same as in Soon et al
b) Definite NP - same as in Soon et al
c) Demonstrative NP – same as in Soon et al
d) String match – (Not as Soon et al) the possible values are between 0 and 1. This is calculated as ratio of the number of words matched between the NPs and the total number of words of the anaphor NP. Here we consider the NP on the left side as antecedent NP and NP on the right side as anaphor NP.

e) Number Agreement – We use the gender data file (Bergsma and Lin, 2006) and also the POS information
f) Gender agreement – We use the gender data file (Bergsma and Lin, 2006)
g) Alias feature – (Not as in Soon et al) the alias feature takes the value 0 or 1. This is obtained using three methods,
   i) Comparing the head of the NPs, if both are same then scored as 1
   ii) If both the NPs start with NNP or NNPS POS tags, and if they are same then scored as 1
   iii) Looks for Acronym match, if one is an acronym of other it is scored as 1
h) Both proper NPs – same as Soon et al.
i) NE tag information.
The semantic class information (noun category) obtained from the WordNet is used for the filtering purpose. The pairs which do not have semantic feature match are filtered out. We have not used the appositive feature described in Soon et al (2001), since we are not considering appositives for the coreference chains.

The feature template for CRF is defined in such a way that more importance is given to the features such as the string match, gender agreement and alias feature. The data for training is prepared by taking all NPs between an anaphor and antecedent as negative NPs and the antecedent and anaphor as positive NP.

The core CRFs engine for Non-pronominal resolution system identifies the coreferring pairs of NPs. The Coreferring pairs obtained from pronominal resolution system and Non-pronominal system are merged to generate the complete coreference chains. The merging is done as follows: A member of a coreference pair is compared with all the members of the coreference pairs identified and if it occurs in anyone of the pair, then the two pairs are grouped. This process is done for all the members of the identified pairs and the members in each group are aligned based on their position in the document to form the chain.

3 Evaluation

In this section we present the evaluation of the complete system, which was developed under the closed task, along with the independent evaluation of the two sub-modules.

a) Non-anaphoric detection modules

The data used for training as well as testing was provided CoNLL-2001 shared task (Pradhan et al., 2011), (Pradhan et al., 2007) organizers. The results shown in this paper were obtained for the development data.

The non-anaphoric pronoun detection module is trained using the training data. This module was evaluated using the 91 files development data. The training data contained 1326 non-anaphoric pronouns. The development data used for evaluation had 160 non-anaphoric pronouns. The table 2 shows the evaluation, of the non-anaphoric pronoun detection module.

The Pronominal resolution module was also evaluated on the development data. The filtering of non-anaphoric pronouns helped in the increase in precision of the pronoun resolution module. The table 3 shows the evaluation of pronoun resolution module on the development data. Here we show the results without the non-anaphor detection and with non-anaphor detection.

<table>
<thead>
<tr>
<th>Type of pronoun</th>
<th>Actual (gold standard)</th>
<th>System identified Correctly</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anaphoric Pronouns</td>
<td>939</td>
<td>908</td>
<td>96.6</td>
</tr>
<tr>
<td>Non-anaphoric pronouns</td>
<td>160</td>
<td>81</td>
<td>50.6</td>
</tr>
<tr>
<td>Total</td>
<td>1099</td>
<td>989</td>
<td>89.9</td>
</tr>
</tbody>
</table>

Table 2: Evaluation of Non-anaphoric pronoun system.

<table>
<thead>
<tr>
<th>System type</th>
<th>Total Anaphoric Pronouns</th>
<th>System identified pronouns</th>
<th>System correctly Resolved Pronouns</th>
<th>Precision (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without non-anaphoric pronoun detection</td>
<td>939</td>
<td>1099</td>
<td>693</td>
<td>63.1</td>
</tr>
<tr>
<td>With non-anaphoric pronoun detection</td>
<td>939</td>
<td>987</td>
<td>693</td>
<td>70.2</td>
</tr>
</tbody>
</table>

Table 3: Evaluation of Pronominal resolution module.

The output of the Non-pronominal resolution module, merged with the output of the pronominal resolution module and it was evaluated using scorer program of the CoNLL-2011. The evaluation was done on the development data, shown in the table 4.

On analysis of the output we found mainly three types of errors. They are

a) Newly invented chains – The system identifies new chains that are not found in the gold standard annotation. This reduces the precision of the
system. This is because of the string match as one of the features.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Mention Detection</th>
<th>Coreference Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rec</td>
<td>Prec</td>
</tr>
<tr>
<td>MUC</td>
<td>68.1</td>
<td>61.5</td>
</tr>
<tr>
<td>BCU BED</td>
<td>68.1</td>
<td>61.5</td>
</tr>
<tr>
<td>CEA FE</td>
<td>68.1</td>
<td>61.5</td>
</tr>
<tr>
<td>Avg</td>
<td>68.1</td>
<td>61.5</td>
</tr>
</tbody>
</table>

Table 4: Evaluation of the Complete System

b) Only head nouns in the chain – We observed that system while selecting pair for identifying coreference, the pair has only the head noun instead of the full phrase. In the phrase “the letters sent in recent days”, the system identifies “the letters” instead of the whole phrase. This affects both the precision and recall of the system.

c) Incorrect merging of chains – The output chains obtained from the pronominal resolution system and the non-pronominal resolution system are merged to form a complete chain. When the antecedents in the pronominal chain are merged with the non-pronominal chains, certain chains are wrongly merged into single chain. For example “the chairman of the committee” is identified as coreferring with another similar phrase “the chairman of executive board” by the non-pronominal resolution task. Both of these are actually not referring to the same person. This happens because of string similarity feature of the non-pronominal resolution. This merging leads to building a wrong chain. Hence this affects the precision and recall of the system.

4 Conclusion

We have presented a coreference resolution system which combines the pronominal resolution using refined salience based approach with non-pronominal resolution using CRFs, machine learning approach. In the pronominal resolution, initially we identify the non-anaphoric pronouns using CRFs based technique. This helps in improving the precision. In non-pronominal resolution algorithm, the string match feature is an effective feature in identifying coreference. But, this feature is found to introduce errors. We need to add additional contextual and semantic feature to reduce above said errors. The results on the development set are encouraging.
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Abstract

Because there is no generally accepted metric for measuring the performance of anaphora resolution systems, a combination of metrics was proposed to evaluate submissions to the 2011 CONLL Shared Task (Pradhan et al., 2011). We investigate therefore Multi-objective function Optimization (MOO) techniques based on Genetic Algorithms to optimize models according to multiple metrics simultaneously.

1 Introduction

Many evaluation metrics have been proposed for anaphora resolution (Vilain et al., 1995; Bagga and Baldwin, 1998; Doddington et al., 2000; Luo, 2005; Recasens and Hovy, 2011). Each of these metrics seems to capture some genuine intuition about the task, so that, unlike in other areas of HLT, none has really taken over. This makes it difficult to compare systems, as dramatically demonstrated by the results of the Coreference Task at SEMEVAL 2010 (Recasens et al., 2010). It was therefore wise of the CONLL organizers to use a basket of metrics to assess performance instead of a single one.

This situation suggests using methods to optimize systems according to more than one metric at once. And as it happens, techniques for doing just that have been developed in the area of Genetic Algorithms—so-called multi-objective optimization techniques (MOO) (Deb, 2001). The key idea of our submission is to use MOO techniques to optimize our anaphora resolution system according to three metrics simultaneously: the MUC scorer (a member of what one might call the 'link-based' cluster of metrics) and the two CEAF metrics (representative of the 'entity-based' cluster). In a previous study (Saha et al., 2011), we show that our MOO-based approach yields more robust results than single-objective optimization.

We test two types of optimization: feature selection and architecture—whether to learn a single model for all types of anaphors, or to learn separate models for pronouns and for other nominals. We also discuss how the default mention extraction techniques of the system we used for this submission, BART (Versley et al., 2008), were modified to handle the all-mention annotation in the OntoNotes corpus.

In this paper, we first briefly provide some background on optimization for anaphora resolution, on genetic algorithms, and on the method for multi-objective optimization we used, Non-Dominated Sorting Genetic Algorithm II (Deb et al., 2002). After that we discuss our experiments, and present our results.

2 Background

2.1 Optimization for Anaphora Resolution

There have only been few attempts at optimization for anaphora resolution, and with a few exceptions, this was done by hand.

The first systematic attempt at automatic optimization of anaphora resolution we are aware of was carried out by Hoste (2005), who used genetic algorithms for automatic optimization of both feature selection and of learning parameters, also considering
two different machine learners, TimBL and Ripper. Her results suggest that such techniques yield improvements on the MUC-6/7 datasets. Recasens and Hovy (2009) carried out an investigation of feature selection for Spanish using the ANCORA corpus.

A form of multi-objective optimization was applied to coreference by Munson et al. (2005). Munson et al. (2005) did not propose to train models so as to simultaneously optimize according to multiple metrics; instead, they used ensemble selection to learn to choose among previously trained models the best model for each example. Their general conclusion was negative, stating that “ensemble selection seems too unreliable for use in NLP”, but they did see some improvements for coreference.

2.2 Genetic Algorithms

Genetic algorithms (GAs) (Goldberg, 1989) are randomized search and optimization techniques guided by the principles of evolution and natural genetics. In GA the parameters of the search space are encoded in the form of strings called chromosomes. A collection of such strings is called a population. An objective or fitness function is associated with each chromosome that represents the degree of goodness of that chromosome. A few of the chromosomes are selected on the basis of the principle of survival of the fittest, and assigned a number of copies that go into the mating pool. Biologically inspired operators like crossover and mutation are applied on these chromosomes to yield a new generation of strings. The processes of selection, crossover and mutation continues for a fixed number of generations or till a termination condition is satisfied.

2.3 Multi-objective Optimization

Multi-objective optimization (MOO) can be formally stated as follows (Deb, 2001). Find the vectors \( \overrightarrow{x}^* = [x^*_1, x^*_2, \ldots, x^*_n]^T \) of decision variables that simultaneously optimize the \( M \) objective values

\[
\{f_1(\overrightarrow{x}), f_2(\overrightarrow{x}), \ldots, f_M(\overrightarrow{x})\}
\]

while satisfying the constraints, if any.

An important concept in MOO is that of domination. In the context of a maximization problem, a solution \( \overrightarrow{x}_i \) is said to dominate \( \overrightarrow{x}_j \) if \( \forall k \in 1, 2, \ldots, M, f_k(\overrightarrow{x}_i) \geq f_k(\overrightarrow{x}_j) \) and \( \exists k \in 1, 2, \ldots, M, \) such that \( f_k(\overrightarrow{x}_i) > f_k(\overrightarrow{x}_j) \).

Genetic algorithms are known to be more effective for solving MOO than classical methods such as weighted metrics, goal programming (Deb, 2001), because of their population-based nature. A particularly popular genetic algorithm of this type is NSGA-II (Deb et al., 2002), which we used for our runs.

3 Using MOO for Optimization in Anaphora Resolution

We used multi-objective optimization techniques for feature selection and for identifying the optimal architecture for the CONLL data. In this section we briefly discuss each aspect of the methodology.

3.1 The BART System

For our experiments, we use BART (Versley et al., 2008), a modular toolkit for anaphora resolution that supports state-of-the-art statistical approaches to the task and enables efficient feature engineering. BART comes with a set of already implemented features, along with the possibility to design new ones. It also implements different models of anaphora resolution, allowing the choice between single and split classifiers that we explore in our runs, as well as between mention-pair and entity-mention, and between best-first and ranking. It also has interfaces to different machine learners (MaxEnt, SVM, decision trees). It is thus ideally suited for experimenting with feature selection and other aspects of optimization. However, considering all the parameters, it was unfeasible to run an optimization on the amount of data available on CONLL; we focused therefore on feature selection and the choice between single and split classifiers. We considered 42 features, including 7 classifying mention type, 8 for string matching of different subparts and different levels of exactness, 2 for aliasing, 4 for agreement, 12 for syntactic information including also binding constraints, 3 encoding salience, 1 encoding patterns extracted from the Web, 3 for proximity, and 2 for 1st and 2nd person pronouns. Again because of time considerations, we used decision trees as implemented in Weka as our classification model instead of maximum-entropy or SVMs. Finally, we used a simple mention-pair model without ranking as in (Soon et al., 2001).
3.2 Mention detection

BART supports several solutions to the mention detection (MD) task. The users can input pre-computed mentions, thus, experimenting with gold boundaries or system boundaries computed by external modules (e.g., CARAFE). BART also has a built-in mention extraction module, computing boundaries heuristically from the output of a parser.

For the CoNLL shared task, we use the BART internal MD module, as it corresponds better to the mention detection guidelines of the OntoNotes dataset. We have further adjusted this module to improve the MD accuracy. The process of mention detection involves two steps.

First, we create a list of candidate mentions by merging basic NP chunks with named entities. NP chunks are computed from the parse trees provided in the CoNLL distribution. Named entities are extracted with the Stanford NER tool (Finkel et al., 2005). For each candidate mention, we store it minimal and maximal span. The former is used for computing feature values (e.g., for string matching); it corresponds to either the basic NP chunk or the NE, depending on the mention type. The latter is used for alignment with CoNLL mentions; it is computed by climbing up the parse tree.

This procedure, combined with the perfect (gold) coreference resolution, gives us an F-score of 91.56% for the mention detection task on the CoNLL development set\(^1\).

At the second step, we aim at discarding mentions that are unlikely to participate in coreference chains. We have identified several groups of such mentions: erroneous ("[uh]"), (parts of) multi-word expressions ("for [example]"), web addresses, emails ("[http://conll.bbn.com]"), time/date expressions ("two times [a year]"), non-referring pronouns ("[there]", "[nobody]"), pronouns that are unlikely to participate in a chain ("[somebody]", "[that]"), time/date expressions that are unlikely to participate in a chain ("[this time]"), and expletive "it".

Our experiments on the development data show that the first five groups can be reliably identified and safely discarded from the processing: even with the perfect resolution, we observe virtually no performance loss (the F-score for our MD module with the gold coreference resolution remains at 91.45% once we discard mentions from groups 1-5).

The remaining groups are more problematic: when we eliminate such mentions, we see performance drops with the gold resolution. The exact impact of discarding those mentions can only be assessed once we have trained the classifier.

In practice, we have performed our optimization experiments, selected the best classifier and then have done additional runs to fine-tune the mention detection module.

3.3 Using NSGA-II

Chromosome Representation of Feature and Architecture Parameters

We used chromosomes of length 43, each binary gene encoding whether or not to use a particular feature in constructing the classifier, plus one gene set to 1 to use a split classifier, 0 to use a single classifier for all types of anaphors.

Fitness Computation and Mutations

For fitness computation, the following procedure is executed.

1. Suppose there are \( N \) number of features present in a particular chromosome (i.e., there are total \( N \) number of 1’s in that chromosome).
2. Construct the coreference resolution system (i.e., BART) with only these \( N \) features.
3. This coreference system is evaluated on the development data. The recall, precision and F-measure values of three metrics are calculated.

For MOO, the objective functions corresponding to a particular chromosome are \( F_1 = \text{F-measure}_{MUC} \) (for the MUC metric), \( F_2 = \text{F-measure}_{\phi_3} \) (for CEAF using the \( \phi_3 \) entity alignment function (Luo, 2005)) and \( F_3 = \text{F-measure}_{\phi_4} \) (for CEAF using the \( \phi_3 \) entity alignment function). The objective is to: \( \max[F_1, F_2, F_3] \): i.e., these three objective functions are simultaneously optimized using the search capability of NSGA-II.

We use crowded binary tournament selection as in NSGA-II, followed by conventional crossover and mutation for the MOO based optimization. The most characteristic part of NSGA-II is its elitism operation, where the non-dominated solutions (Deb,
2001) among the parent and child populations are propagated to the next generation. The near-Pareto-optimal strings of the last generation provide the different solutions to the feature selection problem.

**Genetic Algorithms Parameters** Using the CONLL development set, we set the following parameter values for MOO (i.e., NSGA-II): population size=20, number of generations=20, probability of mutation=0.1 and probability of crossover=0.9.

### 3.4 Running the Optimization

Considering the size of the OntoNotes corpus, it would be very time-consuming to run an optimization experiment on the whole dataset. We have therefore split the data into 3 sub-samples and performed separate MOO experiments on each one.

The MOO approach provides a set of non-dominated solutions on the final Pareto optimal front. All the solutions are equally important from the algorithmic point of view. We have collected sets of chromosomes for each sub-sample and evaluated them on the whole train-development set, picking the solution with the highest FINAL score for our CoNLL submission.

### 4 Results

#### 4.1 Development set

Table 1 compares the performance level obtained using all the features with that of loose re-implementations of the systems proposed by Soon et al. (2001) and Ng and Cardie (2002), commonly used as baselines. Our reimplementation of the Ng & Cardie model uses only a subset of features.

The results in Table 1 show that our system with a rich feature set does not outperform simpler baselines (and, in fact, yields poorer results). A similar trend has been observed by Ng and Cardie (2002), where the improvement was only possible after manual feature selection.

The last line of Table 1 shows the performance level of the best chromosome found through the MOO technique. As it can be seen, it outperforms all the baselines according to all the measures, leading to an improvement of 2-5 percentage points in the FINAL score.

This suggests that automatic feature selection is essential to improve performance – i.e., that an efficient coreference resolution system should combine rich linguistic feature sets with automatic feature selection mechanisms.

#### 4.2 Test set

We have re-trained our best solution on the combined train and development set, running it on the test data. This system has showed the following performance in the official evaluation (open track): the FINAL score of 54.32, $F_{MUC} = 57.53\%$, $F_{B3} = 65.18\%$, $F_{CEAF} = 40.16\%$.

### 5 Conclusion

Our results on the development set suggest that a linguistically-rich system for coreference resolution might benefit a lot from feature selection. In particular, we have investigated Non-Dominated Sorting Genetic Algorithm II (Deb et al., 2002) for multi-objective optimization.

In subsequent work, we plan to expand the optimization technique to consider also learning parameters optimization, classifier selection, and learning model selection.
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Table 1: Performance on the development set

<table>
<thead>
<tr>
<th>Features</th>
<th>$F_{MUC}$</th>
<th>$F_{CEA/F}$</th>
<th>$F_{B3}$</th>
<th>FINAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>following Soon et al. (2001) with splitting</td>
<td>54.12</td>
<td>41.08</td>
<td>66.67</td>
<td>53.42</td>
</tr>
<tr>
<td>Following Ng &amp; Cardie (2002) with splitting</td>
<td>52.97</td>
<td>42.40</td>
<td>66.18</td>
<td>53.31</td>
</tr>
<tr>
<td>All features with splitting</td>
<td>50.18</td>
<td>38.54</td>
<td>63.79</td>
<td>50.33</td>
</tr>
<tr>
<td>Optimized feature set (splitting)</td>
<td>57.05</td>
<td>42.61</td>
<td>67.46</td>
<td>55.15</td>
</tr>
</tbody>
</table>
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Abstract

This paper presents the coreference resolution system Poly-co submitted to the closed track of the CoNLL-2011 Shared Task. Our system integrates a multilayer perceptron classifier in a pipeline approach. We describe the heuristic used to select the pairs of coreference candidates that are fed to the network for training, and our feature selection method. The features used in our approach are based on similarity and identity measures, filtering information, like gender and number, and other syntactic information.

1 Introduction

Coreference resolution is the process of determining whether two expressions in natural language refer to the same entity in the world. It is an important sub-task in natural language processing systems. In this paper, we present a learning approach to coreference resolution of named entities (NE), pronouns (PRP), noun phrases (NP) in unrestricted text according to the CoNLL-2011 shared task (Pradhan et al., 2011). This system have been used in the context of closed track.

2 Previous propositions

Many learning-based systems have been proposed to solve coreference resolution task, and Soon’s (Soon et al., 2001) architecture is one of the most popular ones. In this proposition, all possible mentions in a training document are determined by a pipeline of natural language processing (NLP) modules. Then, training examples are generated as feature vectors. Each feature vector represents a pair of mentions that can potentially corefer. Those vectors are used as training examples given to build a C5 classifier. To determine the coreference chains in a new document, all potential pairs of corefering mentions are presented to the classifier, which decides whether the two mentions actually corefer. Since then, this dominant architecture has been widely implemented. As it is a very flexible proposition, many families of classifiers have been used, trained with various configurations of feature vectors. Good results are obtained with SVM classifiers, like described in (Versley et al., 2008). Some propositions keep only the principle of feature vectors, associated with more complex coreference detection algorithms. A constraint-based graph partitioning system has been experimented by (Sapena et al., 2010) and a coreference detection system based on Markov logic networks (MLNs) has been proposed by (Poon and Domingos, 2008).

3 Architecture of the proposed system

A considerable engineering effort is needed to achieve the coreference resolution task. A significant part of this effort concerns feature engineering. We decided to keep the well established architecture of (Soon et al., 2001) with a pre-processing NLP pipeline used to prepare pairs of coreference features. The features are then submitted to the classifier for pairing validation. We tested various classifiers on our feature model (see table 2) and finally selected a multilayer perceptron (MLP) classifier to make decision. Since the Ontonotes layers provide syntactic information (Pradhan et al., 2007),...
we could concentrate our efforts on the introduction of some complementary high level properties (like mention similarities or gender compatibility) used in the feature vectors given to the classifiers. The global architecture, presented in figure 1, includes two pipelines. One configured for training purposes and the other one for coreference resolution.

3.1 Architecture components

Ontonotes corpus includes part-of-speech tagging, noun phrases identification and named entity labels. We introduce complementary modules to detect gender and number, and evaluate mentions aliasing and similarity. The detection task is composed of 4 modules:

- **Candidate mentions detection module**, based on extraction rules, using Ontonotes layers.
- **Named entities alias detection module**, based on the previous version of Poly-co, described in (Charton et al., 2010). The purpose of this module is to identify variations in names of the same entity by examination of their surface form.
- **Similarity calculation module**, used to evaluate the similarity of two mentions according to a comparison of their string.
- **Gender and number detection module**, which determines gender and number for any candidate mention.

In the training pipeline, the candidate mentions detection module and the alias detection module are replaced by a unique candidate mentions extraction module. This module collects from the training corpus the labeled mentions and their reference numbers and use them to generate aliases and mentions values required to build training features.

As we will see later, similarity calculation and gender and number detection all result in a value that is integrated to the feature vector used to train and apply the classifier. We give below a more detailed description of each module.

3.1.1 Candidate mentions detection module

It is mandatory for coreference resolution to first get all the potential mentions from the input text. To determine the mentions, this module explores the text corpus and extracts a candidate mentions list. This list includes, for each mention, its position in the document, its word content and its syntactic category. This module uses simple detection rules to collect the mentions according to their part of speech (POS) and their text content, their syntactic boundaries and their named entity type labels.

When used in classification mode, the detection process is followed by a filtering process, where rules are used to remove mentions that have a very low probability of being involved in coreference. These rules are based on simple word sequence patterns. For example, pronoun *it* is filtered out when immediately followed by verb *to be* and relative pronoun *that* within the next 6 following words.

3.1.2 Alias detection module

This module implements an algorithm that clusters entities by comparing the form of their names. Entities are put in a list, ordered according to their chronological apparition in the text. At the beginning of the process, the first entity in the list is removed and constitutes the first item of a cluster. This entity is compared sequentially, by using similarity and logical rules (i.e, a PERSON can’t be an alias of a LOC), with every other entities contained in the
list. When there is a match, the entity is removed from the list and transferred to the currently instantiated cluster. This operation is repeated until the list is empty.

At the end of this process, an entity in a cluster is considered to be an alias of every other entity in the same cluster.

The TIME and DATE alias detection is done through a specific heuristic set. Each TIME entity representation is converted in a standardized format (Hour/Minutes). Dates are normalized as a relative amount of days ("today" is 1, "last month" is -30, etc) or a formal date (Year/Month/Day).

3.1.3 Similarity calculation module

The similarity module is applied on named entities (except TIME and DATE) and NP of the candidate mentions list. It consists in a text comparison function which returns the number of common words between two mentions. After execution of this module, we obtain a square matrix containing a similarity measure for every pair of mentions.

3.1.4 Gender and number detection module

Gender and number are associated with each entry of the candidate mentions list, including PRP and NP. First, this module tries to detect the gender using the gender data provided\(^1\). Then a set of less than 10 very simple rules is used to avoid anomaly (i.e a PERSON entity associated with the neutral gender). Another set of rules using plural markers of words and POS is used to validate the number.

4 Features definition and production

The feature vector of the Poly-co system (see table 1) consists of a 22 features set, described below. This vector is based on two extracted mentions, A and B, where B is the potential antecedent and A is the anaphor.

Four features are common to A and B (section A and B properties of table 1):

- **IsAlias**: this value is binary (yes or no) and provided by the alias module. The value is yes if A and B have been identified as describing the same entity.

Table 1: Feature parameters

<table>
<thead>
<tr>
<th>Feature Name</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>IsAlias</td>
<td>yes/no</td>
<td>1/0</td>
</tr>
<tr>
<td>IsSimilar</td>
<td>real</td>
<td>0.00 / 1.00</td>
</tr>
<tr>
<td>Distance</td>
<td>int</td>
<td>0 / const(b)</td>
</tr>
<tr>
<td>Sent</td>
<td>int</td>
<td>0 / x</td>
</tr>
<tr>
<td>Reference A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IsNE</td>
<td>yes/no</td>
<td>1/0</td>
</tr>
<tr>
<td>IsPRP</td>
<td>yes/no</td>
<td>1/0</td>
</tr>
<tr>
<td>IsNP</td>
<td>yes/no</td>
<td>1/0</td>
</tr>
<tr>
<td>NE SEMANTIC TYPE</td>
<td>null / EN</td>
<td>0 / 1-18</td>
</tr>
<tr>
<td>PRP NAME</td>
<td>null / PRP</td>
<td>0 / 1-30</td>
</tr>
<tr>
<td>NP NAME</td>
<td>null / DT</td>
<td>0 / 1-15</td>
</tr>
<tr>
<td>NP TYPE</td>
<td>null / TYPE</td>
<td>0 / 1-3</td>
</tr>
<tr>
<td>GENDER</td>
<td>M/F/N/U</td>
<td>1/2/3/0</td>
</tr>
<tr>
<td>NUMBER</td>
<td>S/P/U</td>
<td>1/2/0</td>
</tr>
<tr>
<td>Reference B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Same as Reference A</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

      \(^1\)The list allowed by the Shared Task definition and available at http://www.clsp.jhu.edu/ sbergsma/Gender/

- **IsSimilar**: this value is the similarity measure provided by the similarity module.

- **Distance**: this indicates the offset distance (in terms of number of items in the candidate mentions list) between A and B.

- **Sent**: this indicates the amount of sentences marker (like . ! ?) separating the mentions A and B.

For each candidate A and B, a set containing nine features is added to the vector (in table 1, only properties for A are presented). First, 3 flags determine if mention is a named entity (IsNE), a personal pronoun (IsPRP) or a noun phrase (IsNP). The next six flags define the characteristics of the mention:

- **NE SEMANTIC TYPE** is one of the 18 available NE types (PERSON, ORG, TIME, etc)

- **PRP NAME** is a value representing 30 possible words (like my, she, it, etc) for a PRP.

- **NP NAME** is a value indicating the DT used by a NP (like the, this, these, etc).

- **NP TYPE** specifies if NP is demonstrative, definite, or a quantifier.

- **GENDER** and **NUMBER** flags indicate whether the mention gender (Male, Female or Neutral)
Table 2: System results obtained with scorer v4 on gold dev-set applying various classifiers on same features vectors.

<table>
<thead>
<tr>
<th>Poly-co Score</th>
<th>Mentions</th>
<th>B3</th>
<th>CEAF</th>
<th>MUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>P</td>
<td>F</td>
<td>R</td>
</tr>
<tr>
<td>Multilayer perceptron (MLP)</td>
<td>65.91</td>
<td>64.84</td>
<td>65.37</td>
<td>66.61</td>
</tr>
<tr>
<td>SVM</td>
<td>65.06</td>
<td>66.11</td>
<td><strong>65.58</strong></td>
<td>64.31</td>
</tr>
<tr>
<td>Tree J48</td>
<td>66.06</td>
<td>64.57</td>
<td>65.31</td>
<td>50.18</td>
</tr>
</tbody>
</table>

Table 3: System results obtained with scorer v4 on predicted dev-set using our system.

<table>
<thead>
<tr>
<th>Poly-co Score</th>
<th>Mentions</th>
<th>B3</th>
<th>CEAF</th>
<th>MUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>P</td>
<td>F</td>
<td>R</td>
</tr>
<tr>
<td>Multilayer perceptron (MLP)</td>
<td>64.53</td>
<td>63.42</td>
<td><strong>63.97</strong></td>
<td>49.12</td>
</tr>
</tbody>
</table>

5 Classifier training and use

For training, we use an algorithm that selects the more relevant pairs or mentions. Suppose that the candidate mentions list contains \( k \) mentions \( M_1, M_2, \ldots, M_k \), in this order in the document. The algorithm starts with the last mention in the document, that is, \( M_k \). It compares \( M_k \) sequentially with preceding mentions, going backward until a coreferring mention \( M_c \) is reached, or a maximum of \( n \) mentions have been visited (the value of \( n \) is fixed to 10 in our experiments). When a coreferring mention \( M_c \) has been found, a vector is constructed for every pair of mentions \( \langle M_k, M_i \rangle \), where \( M_i \) is a mention that has been visited, including the coreferring one. These vectors are added to the training set, \( M_c \) being a positive instance, and all the others being negative instances. The process is repeated with \( M_{k-1} \), and so on, until every mention has been processed

6 Results

The results presented on table 2 are obtained on the dev-set of the Ontonotes corpus. To evaluate the potential of our features model, we trained our system with MLP, SVM and J48 Tree classifiers. We finally chose the MLP models for the test evaluation due to its better performance on the predicted dev-set. However, according to the small difference between MLP and J48 Tree, it’s difficult to define clearly which one is the best choice.

7 Conclusions

We presented Poly-co, a system for coreference resolution in English easy to adapt to other languages. The first version of Poly-co was built to detect only coreferences of persons. As the dataset provided for CoNLL is much more complex, it was an interesting opportunity to evaluate our mention detection algorithms in the perspective of a full task, including difficult coreferences between named entities, noun phrases and prepositions. Our comparison of various classifier results on dev-sets have shown that our proposition to use a multilayer perceptron as coreference chain builder can be an interesting solution, but does not introduce an important difference of performance with previously experimented classifiers.

---

Note that in comparison tests, displayed in table 2, SVM provides a binary decision and J48 a probability value. They are used as the multilayer perceptron ones.
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Abstract

Our submission was a reduced version of the system described in Haghighi and Klein (2010), with extensions to improve mention detection to suit the OntoNotes annotation scheme. Including exact matching mention detection in this shared task added a new and challenging dimension to the problem, particularly for our system, which previously used a very permissive detection method. We improved this aspect of the system by adding filters based on the annotation scheme for OntoNotes and analysis of system behavior on the development set. These changes led to improvements in coreference F-score of 10.06, 5.71, 6.78, 6.63 and 3.09 on the MUC, B3, Ceaf-e, Ceaf-m and Blanc, metrics, respectively, and a final task score of 47.10.

1 Introduction

Coreference resolution is concerned with identifying mentions of entities in text and determining which mentions are referring to the same entity. Previously the focus in the field has been on the latter task. Typically, mentions were considered correct if their span was within the true span of a gold mention, and contained the head word. This task (Pradhan et al., 2011) has set a harder challenge by only considering exact matches to be correct.

Our system uses an unsupervised approach based on a generative model. Unlike previous work, we did not use the Bllip or Wikipedia data described in Haghighi and Klein (2010). This was necessary for the system to be eligible for the closed task.

The system detects mentions by finding the maximal projection of every noun and pronoun. For the OntoNotes corpus this approach posed several problems. First, the annotation scheme explicitly rejects noun phrases in certain constructions. And second, it includes coreference for events as well as things. In preliminary experiments on the development set, we found that spurious mentions were our primary source of error. Using an oracle to exclude all spurious mentions at evaluation time yielded improvements ranging from five to thirty percent across the various metrics used in this task. Thus, we decided to focus our efforts on methods for detecting and filtering spurious mentions.

To improve mention detection, we filtered mentions both before and after coreference resolution. Filters prior to coreference resolution were constructed based on the annotation scheme and particular cases that should never be mentions (e.g. single word spans with the EX tag). Filters after coreference resolution were constructed based on analysis of common errors on the development set.

These changes led to considerable improvement in mention detection precision. The heuristics used in post-resolution filtering had a significant negative impact on recall, but this cost was out-weighed by the improvements in precision. Overall, the use of these filters led to a significant improvement in F1 across all the coreference resolution evaluation metrics considered in the task.

2 Core System

We use a generative approach that is mainly unsupervised, as described in detail in Haghighi and
Klein (2010), and briefly below.

2.1 Model
The system uses all three of the standard abstractions in coreference resolution: mentions, entities and types. A mention is a span in the text, the entity is the actual object or event the mention refers to, and each type is a group of entities. For example, "the Mountain View based search giant" is a mention that refers to the entity Google, which is of type organization.

At each level we define a set of properties (e.g. proper-head). For mentions, these properties are linked directly to words from the span. For entities, each property corresponds to a list of words, instances of which are seen in specific mentions of that entity. At the type level, we assign a pair of multinomials to each property. The first of these multinomials is a distribution over words, reflecting their occurrence for this property for entities of this type. The second is a distribution over non-negative integers, representing the length of word lists for this property in entities of this type.

The only form of supervision used in the system is at the type level. The set of types is defined and lists of prototype words for each property of each type are provided. We also include a small number of extra types with no prototype words, for entities that do not fit well in any of the specified types.

These abstractions are used to form a generative model with three components; a semantic module, a discourse module and a mention module. In addition to the properties and corresponding parameters described above, the model is specified by a multinomial prior over types ($\phi$), log-linear parameters over discourse choices ($\pi$), and a small number of hyperparameters ($\lambda$).

Entities are generated by the semantic module by drawing a type $t$ according to $\phi$, and then using that type’s multinomials to populate word lists for each property.

The assignment of entities to mentions is handled by the discourse module. Affinities between mentions are defined by a log-linear model with parameters $\pi$ for a range of standard features.

Finally, the mention module generates the actual words in the span. Words are drawn for each property from the lists for the relevant entity, with a hyper-parameter for interpolation between a uniform distribution over the words for the entity and the underlying distribution for the type. This allows the model to capture the fact that some properties use words that are very specific to the entity (e.g. proper names) while others are not at all specific (e.g. pronouns).

2.2 Learning and Inference
The learning procedure finds parameters that are likely under the model’s posterior distribution. This is achieved with a variational approximation that factors over the parameters of the model. Each set of parameters is optimized in turn, while the rest are held fixed. The specific update methods vary for each set of parameters; for details see Section 4 of Haghighi and Klein (2010).

3 Mention detection extensions
The system described in Haghighi and Klein (2010) includes every NP span as a mention. When run on the OntoNotes data this leads to a large number of spurious mentions, even when ignoring singletons. One challenge when working with the OntoNotes data is that singleton mentions are not annotated. This makes it difficult to untangle errors in coreference resolution and errors in mention detection. A mention produced by the system might not be in the gold set for one of two reasons; either because it is a spurious mention, or because it is not co-referent. Without manually annotating the singletons in the data, these two cases cannot be easily separated.

3.1 Baseline mention detection
The standard approach used in the system to detect mentions is to consider each word and its maximal projection, accepting it only if the span is an NP or the word is a pronoun. This approach will introduce spurious mentions if the parser makes a mistake, or if the NP is not considered a mention in the OntoNotes corpus. In this work, we considered the provided parses and parses produced by the Berkeley parser (Petrov et al., 2006) trained on the provided training data. We added a set of filters based on the annotation scheme described by Pradhan et al. (2007). Some filters are applied before coreference resolution and others afterward, as described below.
Table 1: Mention detection performance with various subsets of the filters.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Filters</th>
<th>P</th>
<th>R</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dev</td>
<td>None</td>
<td>37.59</td>
<td>76.93</td>
<td>50.50</td>
</tr>
<tr>
<td></td>
<td>Pre</td>
<td>39.49</td>
<td>76.83</td>
<td>52.17</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>59.05</td>
<td>68.08</td>
<td>63.24</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>58.69</td>
<td>67.98</td>
<td>63.00</td>
</tr>
<tr>
<td>Test</td>
<td>All</td>
<td>56.97</td>
<td>69.77</td>
<td>62.72</td>
</tr>
</tbody>
</table>

Table 2: Precision for coreference resolution on the dev set.

<table>
<thead>
<tr>
<th>Filters</th>
<th>MUC</th>
<th>B³</th>
<th>Ceaf-e</th>
<th>Blanc</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>25.24</td>
<td>45.89</td>
<td>50.32</td>
<td>59.12</td>
</tr>
<tr>
<td>Pre</td>
<td>27.06</td>
<td>47.71</td>
<td>50.15</td>
<td>60.17</td>
</tr>
<tr>
<td>Post</td>
<td>42.08</td>
<td>62.53</td>
<td>43.88</td>
<td>66.54</td>
</tr>
<tr>
<td>All</td>
<td>42.03</td>
<td>62.42</td>
<td>43.56</td>
<td>66.60</td>
</tr>
</tbody>
</table>

Table 3: Recall for coreference resolution on the dev set.

<table>
<thead>
<tr>
<th>Filters</th>
<th>MUC</th>
<th>B³</th>
<th>Ceaf-e</th>
<th>Blanc</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>50.54</td>
<td>78.54</td>
<td>26.17</td>
<td>62.77</td>
</tr>
<tr>
<td>Pre</td>
<td>51.20</td>
<td>77.73</td>
<td>27.23</td>
<td>62.97</td>
</tr>
<tr>
<td>Post</td>
<td>45.93</td>
<td>64.72</td>
<td>39.84</td>
<td>61.20</td>
</tr>
<tr>
<td>All</td>
<td>46.21</td>
<td>64.96</td>
<td>39.24</td>
<td>61.28</td>
</tr>
</tbody>
</table>

3.2 Before Coreference Resolution

The pre-resolution filters were based on three reliable features of spurious mentions:

- Appositive constructions
- Attributes signaled by copular verbs
- Single word mentions with a POS tag in the set: EX, IN, WRB, WP

To detect appositive constructions we searched for the following pattern:

```
NP
  NP , NP ...
```

And to detect attributes signaled by copular structures we searched for this pattern:

```
VP
  cop_verb NP
```

where we used the fairly conservative set of copular verbs: \{is, are, was, ’m\}. In both cases, any mention whose maximal NP projection appeared as the bold node in a subtree matching the pattern was excluded.

In all three cases, errors from the parser (or POS tagger) may lead to the deletion of valid mentions. However, we found the impact of this was small and was outweighed by the number of spurious mentions removed.

3.3 After Coreference Resolution

To construct the post-coreference filters we analyzed system output on the development set, and tuned based on MUC and B³ performance. The final set of filters used were:

- Filter if the head word is in a gazetteer, which we constructed based on behavior on the development set (head words found using the Collins (1999) rules)
- Filter if the POS tag is one of WDT, NNS, RB, JJ, ADJP
- Filter if the mention is a specific case of you or it that is more often generic (you know, you can, it is)
- Filter if the mention is any cardinal other than a year

A few other more specific filters were also included (e.g. ’s when tagged as PRP) and one type of exception (if all words are capitalized, the mention is kept).

4 Other modifications

The parses in the OntoNotes data include the addition of structure within noun phrases. Our system was not designed to handle the NML tag, so we removed such nodes, reverting to the standard flattened NP structures found in the Penn Treebank.

We also trained the Berkeley parser on the provided training data, and used it to label the development and test sets.¹ We found that performance was

¹In a small number of cases, the Berkeley parser failed, and we used the provided parse tree instead.
5 Results

Since our focus when extending our system for this task was on mention detection, we present results with variations in the sets of mention filters used. In particular, we have included results for our baseline system (None), when only the filters before coreference resolution are used (Pre), when only the filters after coreference resolution are used (Post), and when all filters are used (All).

The main approach behind the pre-coreference filters was to consider the parse to catch cases that are almost never mentions. In particular, these filters target cases that are explicitly excluded by the annotation scheme. As Table 1 shows, this led to a 1.90% increase in mention detection precision and 0.13% decrease in recall, which is probably a result of parse errors.

For the post-coreference filters, the approach was quite different. Each filter was introduced based on analysis of the errors in the mention sets produced by our system on the development set. Most of the filters constructed in this way catch some true mentions as well as spurious mentions, leading to significant improvements in precision at the cost of recall. Specifically an increase of 21.46% in precision and decrease of 8.85% in recall, but an overall increase of 12.74% in $F_1$-score.

As Tables 2 and 3 show, these changes in mention detection performance generally lead to improvements in precision at the expense of recall, with the exception of Ceaf-e where the trends are reversed. However, as shown in Table 4, there is an overall improvement in $F_1$ in all cases.

In general the change from only post-coreference filters to all filters is slightly negative. The final system used all of the filters because the process used to create the post-coreference filters was more susceptible to over-fitting, and the pre-coreference filters provided such an unambiguously positive contribution to mention detection.

6 Conclusion

We modified the coreference system of Haghighi and Klein (2010) to improve mention detection performance. We focused on tuning using the MUC and $B^3$ metrics, but found considerable improvements across all metrics.

One important difference between the system described here and previous work was the data available. Unlike Haghighi and Klein (2010), no extra data from Wikipedia or Bllip was used, a restriction that was necessary to be eligible for the closed part of the task.

By implementing heuristics based on the annotation scheme for the OntoNotes data set and our own analysis of system behavior on the development set we were able to achieve the results shown in Table 5, giving a final task score of 47.10.
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Abstract

Our system treats coreference resolution as an integer linear programming (ILP) problem. Extending Denis and Baldridge (2007) and Finkel and Manning (2008)'s work, we exploit loose transitivity constraints on coreference pairs. Instead of enforcing transitivity closure constraints, which brings $O(n^3)$ complexity, we employ a strategy to reduce the number of constraints without large performance decrease, i.e., eliminating coreference pairs with probability below a threshold $\theta$. Experimental results show that it achieves a better performance than pairwise classifiers.

1 Introduction

This paper describes our coreference resolution system participating in the close track of CoNLL 2011 shared task (Pradhan et al., 2011). The task aims to identify all mentions of entities and events and cluster them into equivalence classes in OntoNotes Corpus (Pradhan et al., 2007a). During the last decade, several machine learning methods for coreference resolution have been developed, from local pairwise classifiers (Soon et al., 2001) to global learning methods (Luo et al., 2004; Ng, 2005; Denis and Baldridge, 2007), from simple morphological, grammatical features to more linguistically rich features on syntactic structures and semantic relations (Pradhan et al., 2007b; Haghighi and Klein, 2009).

Our system supports both local classifiers and global learning. Maximum entropy model is used for anaphoricity and coreference, because it assigns probability mass to mentions and coreference pairs directly. In global phase, instead of determining each coreference pair independently in a greedy fashion, we employ an integer linear programming (ILP) formulation for this problem. Extending (Denis and Baldridge, 2007) and (Finkel and Manning, 2008)'s work, we introduce a loose selection strategy for transitivity constraints, attempting to overcome huge computation complexity brought by transitivity closure constraints. Details are described in section 2.3.

2 System Description

2.1 Mention Detection

Mention detection is a method that identifies the anaphoricity and non-anaphoricity mentions before coreference resolution. The non-anaphoric mentions usually influence the performance of coreference resolution as noises. Coreference resolution can benefit from accurate mention detection since it might eliminate the non-anaphoric mentions. We take mention detection as the first step, and then combine coreference classifier into one system.

Total 70 candidate features are used for mention detection, including lexical, syntactic, semantic features (Ng and Cardie, 2002). Features are selected according to the information gain ratio (Han and Kamber, 2006)

$$GainRatio(A) = \frac{Gain(A)}{SplitInfo(A)}$$

The top 10 features with highest gain ratio are: string match, head word match, all uppercase, pronoun, starting with article, number, following preposition, nesting in verb phrase, nesting in preposition,
and starting with definite article. Many string features that cannot be calculated by gain ratio method are also added.

2.2 Coreference Determination

For coreference determination, we first build several baseline systems with different training instance generation methods and clustering algorithms. These strategies are shown below. Detailed description can be found in Ng (2005).

- training instance generation methods: McCarthy and Lehnerts method, Soon et al.’s method, Ng and Cardie’s method.

- clustering algorithms: closest-first clustering, best-first clustering, and aggressive merge clustering.

Overall 65 features are considered in our system. Features are extracted from various linguistic information, including:

- distance: sentence distance, minimum edit distance (Strube et al., 2002)

- lexical: string match, partial match, head word match (Daumé III and Marcu, 2005)

- grammar: gender agreement, number agreement (Soon et al., 2001)

- syntactic: same head, path (Yang et al., 2006)

- semantic: semantic class agreement, predicate (Ponzetto and Strube, 2006; Ng, 2007)

Combining different training instance generation methods and clustering algorithms, we get total 9 baseline systems. For each system, we use a greedy forward approach to select features. Starting from a base feature set (Soon et al., 2001), each feature out of the base set is added one by one according to the performance change on development data. Finally, the procedure is ended until the performance is not improved. The baseline system with best performance is selected for further improvement.

2.3 ILP with Loose Transitivity Constraints

Previous systems usually take coreference resolution as binary classification problem, and build the coreference chain by determining each coreference pair independently. The binary classifier is easily implemented, but may cause inconsistency between coreference pairs. Several work have been developed to overcome the problem, e.g., Bell trees (Luo et al., 2004), conditional random fields (McCallum and Wellner, 2004) and reranker (Ng, 2005).

Denis and Baldridge (2007) proposed an ILP formulation to find the optimal solution for the problem. It utilizes the output of other local classifiers and performs global learning. The objective function for their conference-only model takes the form:

$$\min \sum_{(i,j) \in M^2} c_{\langle i,j \rangle} * x_{\langle i,j \rangle} + \bar{c}_{\langle i,j \rangle} * (1 - x_{\langle i,j \rangle})$$

where $c_{\langle i,j \rangle} = -\log(P_C)$, $\bar{c}_{\langle i,j \rangle} = -\log(1 - P_C)$. $M$ is the candidate mention set for each document. $P_C$ refers to the probability of coreference link between two mentions produced by our maximum entropy model, and $x_{\langle i,j \rangle}$ is a binary variable that is set to 1 if two mentions are coreferent, 0 otherwise.

However, as Finkel and Manning showed, D&B’s coreference-only model without transitivity constraints is not really necessary, because they only select the coreference links with probability $P_C > 0.5$. Klenner (2007) and Finkel and Manning (2008)’s work extended the ILP framework to support transitivity constraints. The transitivity constraints are formulated as

$$\forall i, j, k \in M (i < j < k)$$

$$x_{\langle i,j \rangle} \geq x_{\langle j,k \rangle} + x_{\langle i,k \rangle} - 1$$

$$x_{\langle j,k \rangle} \geq x_{\langle i,j \rangle} + x_{\langle i,k \rangle} - 1$$

$$x_{\langle i,k \rangle} \geq x_{\langle i,j \rangle} + x_{\langle j,k \rangle} - 1$$

These constraints ensure that when any two corefrent links (e.g., $x_{\langle i,j \rangle}$, $x_{\langle i,k \rangle}$) among three mentions exist, the third one $x_{\langle j,k \rangle}$ must also be a link. However, these constraints also bring huge time and space complexity with $n^3$ constraints ($n$ is number of candidate mention set $M$, which is larger than 700 in some documents), and cannot be solved in a restricted time and memory environment. We introduce a loose method to eliminate conference links
<table>
<thead>
<tr>
<th>Ratio</th>
<th>Recall</th>
<th>Precision</th>
<th>F-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>84.03</td>
<td>43.75</td>
<td>57.54</td>
</tr>
<tr>
<td>0.6</td>
<td>70.6</td>
<td>70.85</td>
<td>70.72</td>
</tr>
<tr>
<td>0.8</td>
<td>64.24</td>
<td>74.35</td>
<td>68.93</td>
</tr>
<tr>
<td>1.0</td>
<td>58.63</td>
<td>76.13</td>
<td>66.25</td>
</tr>
</tbody>
</table>

Table 1: Results of mention detection

below a probability threshold $\theta$. The constraints are transformed as

$$x_{(i,k)} + x_{(j,k)} \leq 1$$

(1)

$$x_{(i,j)} = 0$$

(2)

when $P_C(i,j) < \theta$. The threshold $\theta$ is tuned on development data for faster computation without large performance decrease.

3 Experiments and Analysis

In the paper we mainly take noun phrases (NPs) and pronouns as candidate mentions, and ignore other phrases since more than 91% of the mentions are NPs and pronouns.

3.1 Mention Detection

We observe that the ratio of positive examples and negative examples is about 1:3 in training data. To balance the bias, we propose a ratio control method which sets a ratio to limit the number of negative examples. Our system will select all positive examples, and part of negative examples according to the ratio. By tuning the ratio, we can control the proportion of positive and negative examples. With different ratios for negative feature selection, the results on development data are shown in table 1.

From table 1, we can see that as the ratio increases, recall becomes smaller and precision becomes larger. Small threshold means less negative examples are generated in training procedure, and the classifier tends to determine a mention as positive. Finally, we choose the ratio 0.6 for our model because it gets the best F-value on the development data.

3.2 Coreference Resolution

Our system participates in the close track with auto mention and gold boundary annotation. The performance is evaluated on MUC, B-CUBED, CEAF(M), CEAF(E), BLANC metrics. The official metric is calculated as $(MUC + B^3 + CEAF)/3$.

Table 2 summarizes the performance of top 4 of 9 baseline systems with different training instance generation methods and clustering algorithms on development data. In the table, TIGM means training instance generation method, and CA denotes clustering algorithm, which includes C as closest-first, B as best-first, and A as aggressive-merge clustering algorithm. The results in Table 2 show that the system with Soon’s training instance generation method and best-first clustering algorithm achieves the best performance. We take it as baseline for further improvement.

In ILP model, we perform experiments on documents with less than 150 candidate mentions to find the suitable probability threshold $\theta$ for loose transitivity constraints. There are total 181 documents meeting the condition in development data. We take two strategies to loose transitivity constraints: (I) formula 1 and 2, and (II) formula 2 only. Glpk package is used to solve our ILP optimization problems.

Table 3 shows that as threshold $\theta$ increases, the running time reduces dramatically with a small performance decrease from 49.06 to 48.88. Strategy I has no benefit for the performance. Finally strategy II and $\theta = 0.06$ are used in our system.

We also combine mentions identified in first phase into coreference resolution. Two strategies are used: feature model and cascaded model. For feature model, we add two features which indicate whether the two candidate mentions of a coreference pair are mentions identified in first phase or not. For cascaded model, we take mentions identified in first phase as inputs for coreference resolution. For ILP

\footnote{http://www.gnu.org/software/glpk/}
Table 3: Results on different probability thresholds and strategies

<table>
<thead>
<tr>
<th>Model</th>
<th>Feature</th>
<th>Cascade</th>
<th>ILP</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>41.08</td>
<td>47.41</td>
<td>45.89</td>
</tr>
<tr>
<td>B3</td>
<td>59.74</td>
<td>57.67</td>
<td>61.85</td>
</tr>
<tr>
<td>CEAF(M)</td>
<td>41.9</td>
<td>42.04</td>
<td>44.52</td>
</tr>
<tr>
<td>CEAF(E)</td>
<td>34.72</td>
<td>32.33</td>
<td>36.85</td>
</tr>
<tr>
<td>BLANC</td>
<td>61.1</td>
<td>62.99</td>
<td>63.92</td>
</tr>
<tr>
<td>Official</td>
<td>45.18</td>
<td>45.81</td>
<td><strong>48.19</strong></td>
</tr>
</tbody>
</table>

Table 4: Results of coreference resolution systems.

<table>
<thead>
<tr>
<th>Model</th>
<th>Feature</th>
<th>Cascade</th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>45.89</td>
<td>46.75</td>
<td>46.62</td>
<td>44.00</td>
</tr>
<tr>
<td>B3</td>
<td>61.85</td>
<td>61.48</td>
<td>61.93</td>
<td>57.42</td>
</tr>
<tr>
<td>CEAF(M)</td>
<td>44.52</td>
<td>45.17</td>
<td>44.75</td>
<td>42.36</td>
</tr>
<tr>
<td>CEAF(E)</td>
<td>36.85</td>
<td>37.19</td>
<td>36.83</td>
<td>34.22</td>
</tr>
<tr>
<td>BLANC</td>
<td>63.92</td>
<td>63.83</td>
<td>64.27</td>
<td>62.96</td>
</tr>
<tr>
<td>Official</td>
<td>48.19</td>
<td><strong>48.47</strong></td>
<td><strong>48.46</strong></td>
<td>45.21</td>
</tr>
</tbody>
</table>

Table 5: Results for development and test data

model, we perform experiments on coreference-only system with our loose transitivity constraints. The results on development data are shown in Table 4.

In Core Quad 2.40G CPU and 2G memory machine, our ILP model can optimize one document per minute on average. From Table 4, we can see that the ILP model achieves the best F-value, implying the benefit of our algorithm. It also shows that traditional coreference resolution methods combining mention detection decrease the performance. For restricted time deadline, other constraints strategies (Klenner, 2007) and joint anaphoricity-coreference ILP model are not used in our system. It would be in our future work.

3.3 Test

Table 5 shows the performance of our system for both development and test data, with auto mention and gold boundary annotation.

The results in Table 5 show that in auto mention annotation, the performance on test data is a little bit better than development data. The reason might be that the system on test data uses more data to train, including development data. A phenomenon surprises us is that the performance on test data with gold annotation is less than on development data, even than auto annotation. It turns out that the mistake is made because we confuse the the definition of gold boundaries as gold mentions, which are ”all” and ”only” mentions in coreference chains.

4 Conclusion

In this paper, we present a coreference resolution system which employs an ILP formulation for global optimization. To reduce computation complexity, our system employs loose transitivity constraints to the ILP model. Experimental results show that it achieves a better performance than pairwise classifiers.

References


Pascal Denis and Jason Baldridge. 2007. Joint determination of anaphoricity and coreference resolution us-


J. Han and M. Kamber. 2006. Data mining: concepts and techniques. Morgan Kaufmann.


UBIU: A Robust System for Resolving Unrestricted Coreference

Desislava Zhekova
University of Bremen
zhekova@uni-bremen.de

Sandra Kübler
Indiana University
skuebler@indiana.edu

Abstract

In this paper, we discuss the application of UBIU to the CoNLL-2011 shared task on “Modeling Unrestricted Coreference” in OntoNotes. The shared task concentrates on the detection of coreference not only in noun phrases but also involving verbs. The information provided for the closed track included WordNet as well as corpus generated number and gender information. Our system shows no improvement when using WordNet information, and the number information proved less reliable than the information in the part of speech tags.

1 Introduction

Coreference Resolution is the process of identifying the linguistic expressions in a discourse that refer to the same real world entity and to divide those expressions into equivalence classes that represent each discourse entity. For this task, a deeper knowledge of the discourse is often required. However, such knowledge is difficult to acquire. For this reason, many systems use superficial information such as string match. The CoNLL shared task on “Modeling Unrestricted Coreference in OntoNotes” (Pradhan et al., 2011) presents challenges that go beyond previous definitions of the task. On the one hand, mention extraction is part of the task while many previous approaches assumed gold standard mentions. On the other hand, coreference is not restricted to noun phrases, verbs are also included. Thus, in *Sales of passenger cars grew 22%. The strong growth followed year-to-year increases.*, the verb *grew* has an identity relation with the noun phrase *The strong growth.*

2 UBIU

UBIU (Zhekova and Kübler, 2010) was developed as a multilingual coreference resolution system. A robust approach is necessary to make the system applicable for a variety of languages. For this reason, we use a machine learning approach to classify mention pairs. We use TiMBL (Daelemans et al., 2007), a memory-based learner (MBL) that labels the feature vectors from the test set based on the $k$ nearest neighbors in the training instances. We chose TiMBL since MBL has been shown to work well with small training sets. A non-exhaustive parameter optimization on the development set led us to use the $IB1$ algorithm, similarity is computed based on weighted overlap, the relevance weights are computed using gain ratio and the number of nearest neighbors is set to $k = 3$ (for a description of the algorithm and parameters cf. (Daelemans et al., 2007)). The classifier is preceded by a mention extractor, which identifies possible mentions, and a feature extractor. The latter creates a feature vector for each possible pair of a potentially coreferring
mention and all possible antecedents in a context of 3 sentences. Another important step is to separate singleton mentions from coreferent ones since only the latter are annotated in OntoNotes. Our markable extractor overgenerates in that it extracts all possible mentions, and only after classification, the system can decide which mentions are singletons. We investigate the performance of the mention and feature extraction modules in more detail below.

2.1 Mention Extraction
UBIU’s mention extractor uses part-of-speech (POS), syntactic, and lemma information provided in the OntoNotes data set to detect mentions. The module defines a mention for each noun phrase, based on syntactic information, as well as for all possessive pronouns and all proper nouns, based on their POS tags. Since for the shared task, verbs are also potentially coreferent, we included a mention for each of the verbs with a predicate lemma. An example of the output of the mention extraction module is shown in table 1. Each mention is numbered with an individual number and thus still represents a distinct entity. Since singleton mentions are not annotated in the OntoNotes data set, mentions without coreference relations after classification need to be removed from the answer set, which can only be performed after coreference resolution when all coreferent pairs are identified. For this reason, the markable extractor is bound to overgenerate. The latter can clearly be seen when the mention extraction output is compared to the provided gold mentions (cf. the last column in table 1).

We conducted a simple experiment on the development data in order to gain insight into the performance of the mention extraction module. Using the scorer provided by the shared task, we evaluated the output of the module, without performing coreference resolution and without removing singleton mentions. This led to a recall of 96.55% and a precision of 18.55%, resulting in an F-score of 31.12. The high recall shows that the system is very reliable in finding mentions with the correct boundaries. However, since we do not remove any singletons, UBIU overgenerates and thus the system identified a considerable number of singletons, too. Nevertheless, the fact that UBIU identified 96.55% of all mentions shows that the performance of the mention extraction module is close to optimal.

2.2 Feature Extraction
Feature extraction is the second important subtask for the UBIU pipeline. Since mentions are represented by their syntactic head, the feature extractor uses a heuristic that selects the rightmost noun in a noun phrase. However, since postmodifying prepositional phrases may be present in the mention, the noun may not be followed by a preposition. For each mention, a feature vector is created for all of its preceding mentions in a window of 3 sentences. After classification, a filter can optionally be applied to filter out mention pairs that disagree in number, and another filter deletes all mentions that were not assigned an antecedent in classification. Note that the number information was derived from the POS tags and not from the number/gender data provided by the shared task since the POS information proved more reliable in our system.

Initially, UBIU was developed to use a wide set of features (Zhekova and Kübler, 2010), which constitutes a subset of the features described by Rahman and Ng (2009). For the CoNLL-2011 shared task, we investigated the importance of various additional features that can be included in the feature set used by the memory-based classifier. Thus, we conducted experiments with a base set and an extended feature set, which makes use of lexical semantic features.

<table>
<thead>
<tr>
<th>#</th>
<th>Word</th>
<th>POS</th>
<th>Parse bit</th>
<th>ME output</th>
<th>Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Devastating</td>
<td>VBG</td>
<td>(TOP(NP(NP*</td>
<td>(1)(2)(3</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>Critique</td>
<td>NN</td>
<td>*</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>of</td>
<td>IN</td>
<td>(PP*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>the</td>
<td>DT</td>
<td>(NP*</td>
<td>4</td>
<td>(32</td>
</tr>
<tr>
<td>4</td>
<td>Arab</td>
<td>JJ</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>World</td>
<td>NN</td>
<td>*</td>
<td>4</td>
<td>32</td>
</tr>
<tr>
<td>6</td>
<td>by</td>
<td>IN</td>
<td>(PP*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>One</td>
<td>CD</td>
<td>(NP(NP*</td>
<td>5(6</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>of</td>
<td>IN</td>
<td>(PP*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>Its</td>
<td>PRP$</td>
<td>(NP*</td>
<td>7(8</td>
<td>(32</td>
</tr>
<tr>
<td>10</td>
<td>Own</td>
<td>JJ</td>
<td>*</td>
<td>8(5)(2</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: The output of the mention extractor for a sample sentence.

Base Feature Set Since the original feature set in Zhekova and Kübler (2010) contained information that is not easily accessible in the OntoNotes data set (such as grammatical functions), we had to restrict the feature set to information that can be derived solely from POS annotations. Further infor-
Section 2.3 Singletons

In section 2.1, we explained that singletons need to be removed after classification. However, this leads to a drastic decrease in system performance for two reasons. First, if a system does not identify a coreference link, the singleton mentions will be removed from the coreference chains, and consequently, the system penalized for the missing link as well as for the missing mentions. If singletons are included, the system will still receive partial credit for them from all metrics but MUC. For this reason, we investigated filtered and non-filtered results in combination with the base and the extended feature sets.

3 Results on the Development Set

The results of our experiment on the development set are shown in table 4. Since the official scores of the shared task are based on an average of MUC, B^3, and CEAFe, we report these measures and their average. All the results in this section are based on automatically annotated linguistic information. The first part of the table shows the results for the base feature set (UBIU_B), the second part for the extended feature set (UBIU_E). We also report results if we keep all singletons (& Sing.) and if we filter out coreferent pairs that do not agree in number (& Filt.). The results show that keeping the singletons results in lower accuracies on the mention and the coreference level. Only recall on the mention level profits from the presence of singletons. Filtering for number agreement with the base set has a detrimental effect on mention recall but increases mention precision so that there is an increase in F-score of 1%. However, on the coreference level, the effect is negligible. For the extended feature set, filtering results in a decrease of approximately 2.0% in mention precision, which also translates into lower coreference scores. We also conducted an experiment in which we filter before classification (& Filt. BC), following a more standard approach. The reasoning
Table 4: UBIU system results on the development set.

<table>
<thead>
<tr>
<th></th>
<th>IM</th>
<th>MUC</th>
<th>B3</th>
<th>CEAFE</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>UBIUB</td>
<td>R 62.71</td>
<td>P 38.66</td>
<td>F1 47.83</td>
<td>R 67.06</td>
<td>P 62.65</td>
</tr>
<tr>
<td>UBIUB &amp; Sing.</td>
<td>R 95.11</td>
<td>P 18.27</td>
<td>F1 30.66</td>
<td>R 67.10</td>
<td>P 62.56</td>
</tr>
<tr>
<td>UBIUB &amp; Filt.</td>
<td>R 61.30</td>
<td>P 40.58</td>
<td>F1 48.83</td>
<td>R 64.88</td>
<td>P 64.63</td>
</tr>
<tr>
<td>UBIUB &amp; Filt. BC</td>
<td>R 61.33</td>
<td>P 40.49</td>
<td>F1 48.77</td>
<td>R 64.95</td>
<td>P 64.48</td>
</tr>
<tr>
<td>UBIUE</td>
<td>R 62.72</td>
<td>P 39.09</td>
<td>F1 48.14</td>
<td>R 66.72</td>
<td>P 62.76</td>
</tr>
<tr>
<td>UBIUE &amp; Sing.</td>
<td>R 95.11</td>
<td>P 18.27</td>
<td>F1 30.66</td>
<td>R 69.13</td>
<td>P 57.71</td>
</tr>
<tr>
<td>UBIUE &amp; Filt.</td>
<td>R 63.01</td>
<td>P 36.62</td>
<td>F1 46.32</td>
<td>R 68.10</td>
<td>P 58.72</td>
</tr>
<tr>
<td>Gold ME</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

is that the training set for the classifier is biased towards not assuming coreference since the majority of mention pairs does not have a coreference relation. Thus filtering out non-agreeing mention pairs before classification reduces not only the number of test mention pairs to be classified but also the number of training pairs. However, in our system, this approach leads to minimally lower results, which is why we decided not to pursue this route. We also experimented with instance sampling in order to reduce the bias towards non-coreference in the training set. This also did not improve results.

Contrary to our expectation, using ontological information does not improve results. Only on the mention level, we see a minimal gain in precision. But this does not translate into any improvement on the coreference level. Using filtering in combination with the extended feature set results in a more pronounced deterioration than with the base set.

The last row of table 4 (Gold ME) shows results when the system has access to the gold standard mentions. The MUC and B^3 results show that the classifier reaches an extremely high precision (82.97% and 92.33%), from which we conclude that the coreference links that our system finds are reliable, but it is also too conservative in assuming coreference relations. For the future, we need to investigate undersampling the negative examples in the training set and more efficient methods for filtering out singletons.

4 Final Results

In the following, we present the UBIU system results in two separate settings: using the test set with automatically extracted mentions (section 4.1) and using a test set with gold standard mentions, including singletons (section 4.2). An overview of all systems participating in the CoNLL-2011 shared task and their results is provided by Pradhan et al. (2011).

4.1 Automatic Mention Identification

The final results of UBIU for the test set without gold standard mentions are shown in the first part of table 5. They are separated into results for the coreference resolution module based on automatically annotated linguistic information and the gold annotations. Again, we report results for both the base feature set (UBIUB) and the extended feature set using WordNet features (UBIUE). A comparison of the system results on the test and the development set in the UBIUB setting shows that the average F-score is considerably lower for the test set, 40.46 vs. 43.01 although the quality of the mentions remains constant with an F-score of 48.14 on the test set and 47.83 on the development set.

The results based on the two data sets show that UBIU’s performance improves when the system has access to gold standard linguistic annotations. However, the difference between the results is in the area of 2%. The improvement is due to gains of 3-5% in precision for MUC and B^3, which are counteracted by smaller losses in recall. In contrast, CEAFE shows a loss in precision and a similar gain in recall, resulting in a minimal increase in F-score.

A comparison of the results for the experiments with the base set as opposed to the extended set in 5 shows that the extended feature set using WordNet information is detrimental to the final results averaged over all metrics while it led to a slight improvement on the mention level. Our assumption is that while in general, the ontological information is useful, the additional information may be a mixture of relevant and irrelevant information. Mihalcea (2002) showed for word sense disambiguation that
memory-based learning is extremely sensitive to irrelevant features. For the future, we are planning to investigate this problem by applying forward-backward feature selection, as proposed by Mihalcea (2002) and Dinu and Kübler (2007).

4.2 Gold Mention Boundaries

UBIU was also evaluated in the experimental setting in which gold mention boundaries were provided in the test set, including for singletons. The results of the setting using both feature sets are reported in the second part of table 5. The results show that overall the use of gold standard mentions results in an increase of the average F-score of approx. 4.5%. Where mention quality and MUC are concerned, gold standard mentions have a significant positive influence on the average F-score. For $B^3$ and CEAFE, however, there is no significant change in scores. The increase in performance is most noticeable in mention identification, for which the F-score increases from 48.14 to 62.80. But this improvement has a smaller effect on the overall coreference system performance leading to a 5% increase of results. In contrast to the gold mention results in the development set, we see lower precision values in the test set. This is due to the fact that the test set contains singletons. Detecting singletons reliably is a difficult problem that needs further investigation.

5 Conclusion and Future Work

In the current paper, we presented the results of UBIU in the CoNLL-2011 shared task. We showed that for a robust system for coreference resolution such as UBIU, automatically annotated linguistic data is sufficient for mention-pair based coreference resolution. We also showed that ontological information as well as filtering non-agreeing mention pairs leads to an insignificant improvement of the overall coreference system performance. The treatment of singletons in the data remains a topic that requires further investigation.
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Abstract

In this paper, we describe the algorithms and experimental results of Brandeis University in the participation of the CoNLL Task 2011 closed track. We report the features used in our system, and describe a novel cluster-based chaining algorithm to improve performance of coreference identification. We evaluate the system using the OntoNotes data set and describe our results.

1 Introduction

This paper describes the algorithms designed and experiments finished in the participation of the CoNLL Task 2011. The goal of the Task is to design efficient algorithms for detecting entity candidates and identifying coreferences. Coreference identification is an important technical problem. Its importance in NLP applications has been observed in previous work, such as that of Raghunathan et al., Pradhan et al., Bergsma et al., Haghighi et al., and Ng et al.. While most of the existing work has evaluated their systems using the ACE data set, in this work we present our experimental results based on the OntoNotes data set used in the CoNLL 2011 Shared Task. We detail a number of linguistic features that are used during the experiments, and highlight their contribution in improving coreference identification performance over the OntoNotes data set. We also describe a cluster-based approach to multi-entity chaining. Finally, we report experimental results and summarize our work.

2 Data Preparation

We divide the CoNLL Task into three steps. First, we detect entities from both the training data and the development data. Second, we group related entities into entity-pairs. Finally, we use the generated entity-pairs in the machine learning-based classifier to identify coreferences. In this section, we describe how we extract the entities and group them into pairs.

2.1 Generating Entity Candidates

We use the syntactic parse tree to extract four types of entities, including noun phrase, pronoun, pre-modifier and verb (Pradhan et al., 2007). This method achieves 94.0% (Recall) of detection accuracy for gold standard trees in the development data. When using the automatic parses, not surprisingly, the detection accuracy becomes lower, with a performance drop of 5.3% (Recall) compared with that of using the gold standard trees. Nevertheless, this method can still cover 88.7% of all entities existing in the development data, thus we used it in our algorithm.

2.2 Generating Entity-Pairs From Individual Entities

In the annotated training documents, an entity has been marked in a coreference chain that includes all coreferential entities. In our algorithm, we only detect the closest antecedent for each entity, instead of all coreferences, of each entity. Specifically, we define each training and testing instance as a pair of entities. During the training process, for each entity encountered by the system, we create a positive instance by pairing an entity with its closest antecedent (Soon et al., 2001). In addition, a set of negative instances are also created by pairing the entity with any preceding entities that exist between its closest antecedent and the entity itself (note that the antecedent must be a coreference of the current entity, whereas preceding entities may not be coref-erential). For example, in the entity sequence “A, B, C, D, E”, let us assume that “A” is the closest antecedent of “D”. Then, for entity “D”, “A-D” is considered a positive instance, whereas “B-D” and “C-D” are two negative instances.

To generate testing data, every entity-pair within the same sentence is considered to form positive or negative instances, which are then used to form testing data. Since occasionally the distance between an entity and its closest antecedent can be far apart, we handle considerably distant coreferences by consid-
erring each entity-pair that exists within the adjacent $N$ sentences. During our experiments, we observed that the distance between an entity and its closest antecedent could be as far as 23 sentences. Therefore, in the classification process, we empirically set $N$ as 23.

3 Machine Learning-Based Classification

After labeling entity pairs, we formalize the coreference identification problem as a binary classification problem. We derive a number of linguistic features based on each entity-pair, $i$ and $j$, where $i$ is the potential antecedent and $j$ the anaphor in the pair (Soon et al., 2001). Generally, we select a set of features that have been proved to be useful for the coreference classification tasks in previous work, including gender, number, distance between the antecedent and the anaphor, and WordNet (WordNet, 2010). In addition, we design additional features that could be obtained from the OntoNotes data, such as the speaker or author information that is mainly available in Broadcast Conversation and Web Log data (Pradhan et al., 2007). Moreover, we extract apposition and copular structures and used them as features. The features we used in the system are detailed below.

- **Independent feature**: 1) if a noun phrase is definite; 2) if a noun phrase is demonstrative; 3) gender information of each entity; 4) number information of each entity; 5) the entity type of a noun phrase; 6) if an entity a subject; 7) if an entity an object; 8) if an noun phrase is a coordination, the number of entities it has; 9) if a pronoun is preceded by a preposition; 10) if a pronoun is “you” or “me”; 11) if a pronoun is “you” and it is followed by the word “know”.

- **Name entity feature**: 1) $i$-$j$-same-entity-type-etype=True, if $i$ and $j$ have the same entity type; 2) $i$-$j$-same-type-subphrase=True, if $i$ and $j$ have the same entity type and one is the subphrase of the other.

- **Syntactic feature**: 1) $i$-$j$-both-subject=True, if $i$ and $j$ are both subjects; 2) if $i$ and $j$ are in the same sentence, record the syntactic path between $i$ and $j$, e.g. $i$-$j$-syn-path=$\text{PRP}$\text{\&}\text{NP}\backslash\text{PRP}$; 3) $i$-$j$-same-const-diff-clause=True, if $i$ and $j$ are in the same sentence but in different clauses.

- **Gender and number feature**: 1) $i$-$j$-same-gender=True/False, by comparing if $i$ and $j$ have the same gender; 2) $i$-$j$-same-num=True/False, by comparing if $i$ and $j$ have the same number; 3) $i$-$j$-same-num-modifier=True/False, by comparing if $i$ and $j$ have the same number modifier, e.g. “two countries” and “they both” have the same number modifier; 4) $i$-$j$-same-family=True/False, we designed seven different families for pronouns, e.g. “it”, “its” and “itself” are in one family while “he”, “him”, “his” and “himself” are in another one.

- **Distance feature**: 1) $i$-$j$-sent-dist, if the sentence distance between $i$ and $j$ is smaller than three, use their sentence distance as a feature; 2) $i$-$j$-sent-dist=medium/far: if the sentence distance is larger than or equal to three, set the value of $i$-$j$-sent-dist to “medium”, otherwise set it to “far” combined with the part-of-speech of the head word in $j$.

- **String and head word match feature**: 1) $i$-$j$-same-string=True, if $i$ and $j$ have the same string; 2) $i$-$j$-same-string-prp=True, if $i$ and $j$ are the same string and they are both pronouns; 3) $i$-$j$-sub-string=True, if one is the sub string of the other, and neither is a pronoun; 4) $i$-$j$-same-head=True, if $i$ and $j$ have the same head word; 5) $i$-$j$-prefix-head=True, if the head word of $i$ or $j$ is the prefix of the head word of the other; 6) $i$-$j$-loose-head, the same as $i$-$j$-prefix-head, but comparing only the first four letters of the head word.

- **Apposition and copular feature**: for each noun phrase, if it has an appositive or is followed by a copular verb, then the appositive or the subject complement is used as an attribute of that noun phrase. We also built up a dictionary where the key is the noun phrase and the value is its appositive or the subject’s complement to define features. 1) $i$-appo-$j$-same-head=True, if $i$’s appositive and $j$ have the same head word; 2) $i$-$j$-appo-same-head=True, if $j$’s appositive has the same head word as $i$; we define the similar head match features for the noun phrase and its complement; Also, if an $i$ or $j$ is a key in the defined dictionary, we get the head word of the corresponding value for that key and compare it to the head word of the other entity.

- **Alias feature**: $i$-$j$-alias=True, if one entity is a proper noun, then we extract the first letter of each word in the other entity. (The extraction process skips the first word if it’s a determiner and also skips the last one if it is a possessive case). If the proper noun is the same as the first-letter string, it is the alias of the other entity.

- **Wordnet feature**: for each entity, we used Wordnet to generate all synsets for its head word, and for each synset, we get all hypernyms and hyponyms. 1) if $i$ is a hypernym of $j$, then $i$-hyper-$j$=True; 2) if $i$ is a hyponym of $j$, then $i$-hypo-$j$=True.

- **Speaker information features**: In a conversation, a speaker usually uses “I” to refer to himself/herself, and most likely uses “you” to refer to the next speaker. Since speaker or author name information is given in Broadcast Conversation and Web Log data, we use such information to design features that represent relations between pronouns and
speakers. 1) i-PRP1-j-PRP2-same-speaker=True, if both i and j are pronouns, and they have the same speaker; 2) i-I-j-same-speaker=True, if both i and j are “I”, and they have the same speaker; 3) i-I-j-you-same-speaker=True, if i is “I” and j is “you”, and they have the same speaker; 4) if i is “I”, j is “you” and the speaker of j is right after that of i, then we have feature i-I-j-you&itarget=jspeaker; 5) if i is “you”, j is “I” and the speaker of j is right after that of i, then we have feature i-you-j-I-itarget=jspeaker; 6) if both i and j are “you”, and they followed by the same speaker, we consider “you” as a general term, and this information is used as a negative feature.

Other feature: i-j-both-prp=True, if both i and j are pronouns.

4 Chaining by Using Clusters

After the classifier detects coreferential entities, coreference detection systems usually need to chain multiple coreferential entity-pairs together, forming a coreference chain. A conventional approach is to chain all entities in multiple coreferential entity-pairs if they share the same entities. For example, if “A-B”, “B-C”, and “C-D” are coreferential entity-pairs, then A, B, C, and D would be chained together, forming a coreference chain “A-B-C-D”.

One significant disadvantage of this approach is that it is likely to put different coreference chains together in the case of erroneous classifications. For example, suppose in the previous case, “B-C” is actually a wrong coreference detection, then the coreference chain created above will cause A and D to be mistakenly linked together. This error can propagate as coreference chains become larger.

To mitigate this issue, we design a cluster-based chaining approach. This approach is based on the observation that some linguistic rules are capable of detecting coreferential entities with high detection precision. This allows us to leverage these rules to double-check the coreference identifications, and reject chaining entities that are incompatible with rule-based results.

To be specific, we design two lightweight yet efficient rules to cluster entities.

- Rule One. For the first noun phrase (NP) encountered by the system, if 1) this NP has a name entity on its head word position or 2) it has a name entity inside and the span of this entity includes the head word position, a cluster is created for this NP. The name entity of this NP is also recorded. For each following NP with a name entity on its head word position, if there is a cluster that has the same name entity, this NP is considered as a coreference to other NPs in that cluster, and is put into that cluster. If the system cannot find such a cluster, a new cluster is created for the current NP.

- Rule Two. In Broadcast Conversation or Web Log data, a speaker or author would most likely use “I” to refer to himself/herself. Therefore, we used it as the other rule to cluster all “I” pronouns and the same speaker information together.

Given the labeled entity pairs, we then link them in different coreference chains by using the cluster information. As the Maximum Entropy classifier not only labels each entity-pair but also returns a confidence score of that label, we sort all positive pairs using their possibilities. For each positive entity-pair in the sorted list, if the two entities are in different clusters, we consider this to be a conflict, and withdraw this positive entity-pair; if one entity belongs to one cluster whereas the other does not belong to any cluster, the two entities will be both included in that cluster. This process is repeated until no more entities can be included in a cluster. Finally, we chain the rest of entity pairs together.

5 Results and Discussion

To evaluate the features and the chaining approach described in this paper, we design experiments described as follows. Since there are five different data types in the provided OntoNotes coreference data set, we create five different classifiers to process each of the data types. We used the features described in Section 3 to train the classifiers, and did the experiments using a Maximum Entropy classifier trained with the Mallet package (McCallum, 2002). We use the gold-standard data in the training set to train the five classifiers and test the classifiers on both gold and automatically-parsed data in the development data set. The MUC metric provided by the Task is used to evaluate the results.

5.1 Performance without Clustering

First, we evaluate the system by turning the clustering technique off during the process of creating coreference chains. For entity detection, we observe that for all five data types, i.e. Broadcast (BC), Broad news (BN), Newswire (NW), Magazine (MZ), and Web blog (WB), the NW and WB data types achieve relatively lower F1-scores, whereas the BC, BN, and MZ data types achieve higher per-
Table 1: Performance comparison of coreference identification between using and without using the clustering technique in chaining. Note that the results are listed in sequence of F1-scores (Recalls/Precisions). The results shown are based on MUC.

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Without Clustering</th>
<th>With Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gold</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BC</td>
<td>57.40 (64.92/51.44)</td>
<td>57.44 (64.12/52.03)</td>
</tr>
<tr>
<td>BN</td>
<td>59.45 (63.53/55.86)</td>
<td>56.56 (58.10/55.09)</td>
</tr>
<tr>
<td>NW</td>
<td>52.01 (59.71/46.07)</td>
<td>51.37 (56.64/49.99)</td>
</tr>
<tr>
<td>MZ</td>
<td>55.59 (62.90/49.80)</td>
<td>54.26 (60.07/49.47)</td>
</tr>
<tr>
<td>WB</td>
<td>49.53 (61.16/41.62)</td>
<td>49.00 (60.09/41.36)</td>
</tr>
<tr>
<td><strong>Auto</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BC</td>
<td>54.00 (61.28/48.26)</td>
<td>54.19 (60.82/48.87)</td>
</tr>
<tr>
<td>BN</td>
<td>55.40 (59.05/52.17)</td>
<td>52.69 (54.07/51.37)</td>
</tr>
<tr>
<td>NW</td>
<td>48.44 (55.32/43.09)</td>
<td>48.01 (52.74/44.05)</td>
</tr>
<tr>
<td>MZ</td>
<td>52.21 (59.78/46.33)</td>
<td>50.82 (56.76/46.01)</td>
</tr>
<tr>
<td>WB</td>
<td>47.02 (58.33/39.39)</td>
<td>46.86 (57.49/39.55)</td>
</tr>
</tbody>
</table>

Performance. Due to limited space, the performance table of entity detection is not included in this paper.

For coreference identification, as shown in Table 1, we observe pretty similar performance gaps among different data types. The NW and WB data types achieve the lowest F1-scores (i.e., 52.01% and 49.53% for gold standard data, and 48.44% and 47.02% for automatically-parsed data) among all the five data types. This can be explained by seeing that the entity detection performance of these two data types are also relatively low. The other three types achieve more than 55% and 52% F1-scores for gold and auto data, respectively.

These experiments that are done without using clustering techniques tend to indicate that the performance of entity detection has a positive correlation with that of coreference identification. Therefore, in the other set of experiments, we enable the clustering technique to improve coreference identification performance by increasing entity detection accuracy.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Recall</th>
<th>Precision</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>59.94</td>
<td>45.38</td>
<td>51.65</td>
</tr>
<tr>
<td>BCUBED</td>
<td>72.07</td>
<td>53.65</td>
<td>61.51</td>
</tr>
<tr>
<td>CEAF (M)</td>
<td>45.67</td>
<td>45.67</td>
<td>45.67</td>
</tr>
<tr>
<td>CEAF (E)</td>
<td>29.43</td>
<td>42.54</td>
<td>34.79</td>
</tr>
<tr>
<td>BLANC</td>
<td>70.86</td>
<td>60.55</td>
<td>63.37</td>
</tr>
</tbody>
</table>

Table 2: Official results of our system in the CoNLL Task 2011. Official score is 49.32. ((MUC + BCUBED + CEAF (E))/3)

5.2 Performance with Clustering

After enabling the clustering technique, we observe an improvement in entity detection performance. This improvement occurs mainly in the cases of the NW and WB data types, which show low entity detection performance when not using the clustering technique. To be specific, the performance of the NW type on both the gold standard and automatic data improves by about 0.5%, and the performance of the WB type on the automatic data improves about 0.1%. In addition, the performance of the BC type on both the gold standard and automatic data also increases about 0.2% to 0.6%.

Although the clustering technique succeeds in improving entity detection performance for multiple data types, there is no obvious improvement gained with respect to coreference identification. This is quite incompatible with our observation in the experiments that do not utilize the clustering technique. Currently, we attribute this issue to the low accuracy rates of the clustering operation. For example, “H. D. Ye.” and “Ye” can be estimated correctly to be coreferential by the Maxtent classifier, but the clustering algorithm puts them into different clusters since “H. D. Ye.” is a PERSON type name entity while “Ye” is a ORG type name entity. Therefore, the system erroneously considers them to be a conflict and rejects them. We plan to investigate this issue further in our future work.

The official results of our system in the CoNLL Task 2011 are summarized in Table 2.

6 Conclusion

In this paper, we described the algorithm design and experimental results of Brandeis University in the CoNLL Task 2011. We show that several linguistic features perform well in the OntoNotes data set.
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Abstract

This paper details the coreference resolution system submitted by Stanford at the CoNLL-2011 shared task. Our system is a collection of deterministic coreference resolution models that incorporate lexical, syntactic, semantic, and discourse information. All these models use global document-level information by sharing mention attributes, such as gender and number, across mentions in the same cluster. We participated in both the open and closed tracks and submitted results using both predicted and gold mentions. Our system was ranked first in both tracks, with a score of 57.8 in the closed track and 58.3 in the open track.

1 Introduction

This paper describes the coreference resolution system used by Stanford at the CoNLL-2011 shared task (Pradhan et al., 2011). Our system extends the multi-pass sieve system of Raghunathan et al. (2010), which applies tiers of deterministic coreference models one at a time from highest to lowest precision. Each tier builds on the entity clusters constructed by previous models in the sieve, guaranteeing that stronger features are given precedence over weaker ones. Furthermore, this model propagates global information by sharing attributes (e.g., gender and number) across mentions in the same cluster.

We made three considerable extensions to the Raghunathan et al. (2010) model. First, we added five additional sieves, the majority of which address the semantic similarity between mentions, e.g., using WordNet distance, and shallow discourse understanding, e.g., linking speakers to compatible pronouns. Second, we incorporated a mention detection sieve at the beginning of the processing flow. This sieve filters our syntactic constituents unlikely to be mentions using a simple set of rules on top of the syntactic analysis of text. And lastly, we added a post-processing step, which guarantees that the output of our system is compatible with the shared task and OntoNotes specifications (Hovy et al., 2006; Pradhan et al., 2007).

Using this system, we participated in both the closed\textsuperscript{1} and open\textsuperscript{2} tracks, using both predicted and gold mentions. Using predicted mentions, our system had an overall score of 57.8 in the closed track and 58.3 in the open track. These were the top scores in both tracks. Using gold mentions, our system scored 60.7 in the closed track and 61.4 in the open track.

We describe the architecture of our entire system in Section 2. In Section 3 we show the results of several experiments, which compare the impact of the various features in our system, and analyze the performance drop as we switch from gold mentions and annotations (named entity mentions and parse trees) to predicted information. We also report in this section our official results in the testing partition.

\textsuperscript{1}Only the provided data can be used, i.e., WordNet and gender gazetteer.

\textsuperscript{2}Any external knowledge source can be used. We used additional animacy, gender, demonym, and country and states gazetteers.
2 System Architecture

Our system consists of three main stages: mention detection, followed by coreference resolution, and finally, post-processing. In the first stage, mentions are extracted and relevant information about mentions, e.g., gender and number, is prepared for the next step. The second stage implements the actual coreference resolution of the identified mentions. Sieves in this stage are sorted from highest to lowest precision. For example, the first sieve (i.e., highest precision) requires an exact string match between a mention and its antecedent, whereas the last one (i.e., lowest precision) implements pronominal coreference resolution. Post-processing is performed to adjust our output to the task specific constraints, e.g., removing singletons.

It is important to note that the first system stage, i.e., the mention detection sieve, favors recall heavily, whereas the second stage, which includes the actual coreference resolution sieves, is precision oriented. Our results show that this design lead to state-of-the-art performance despite the simplicity of the individual components. This strategy has been successfully used before for information extraction, e.g., in the BioNLP 2009 event extraction shared task (Kim et al., 2009), several of the top systems had a first high-recall component to identify event anchors, followed by high-precision classifiers, which identified event arguments and removed unlikely event candidates (Björne et al., 2009). In the coreference resolution space, several works have shown that applying a list of rules from highest to lowest precision is beneficial for coreference resolution (Baldwin, 1997; Raghunathan el al., 2010). However, we believe we are the first to show that this high-recall/high-precision strategy yields competitive results for the complete task of coreference resolution, i.e., including mention detection and both nominal and pronominal coreference.

2.1 Mention Detection Sieve

In our particular setup, the recall of the mention detection component is more important than its precision, because any missed mentions are guaranteed to affect the final score, but spurious mentions may not impact the overall score if they are left as singletons, which are discarded by our post-processing step. Therefore, our mention detection algorithm focuses on attaining high recall rather than high precision. We achieve our goal based on the list of sieves sorted by recall (from highest to lowest). Each sieve uses syntactic parse trees, identified named entity mentions, and a few manually written patterns based on heuristics and OntoNotes specifications (Hovy et al., 2006; Pradhan et al., 2007). In the first and highest recall sieve, we mark all noun phrase (NP), possessive pronoun, and named entity mentions in each sentence as candidate mentions. In the following sieves, we remove from this set all mentions that match any of the exclusion rules below:

1. We remove a mention if a larger mention with the same head word exists, e.g., we remove The five insurance companies in The five insurance companies approved to be established this time.
2. We discard numeric entities such as percents, money, cardinals, and quantities, e.g., 9%, $10,000, Tens of thousands, 100 miles.
3. We remove mentions with partitive or quantifier expressions, e.g., a total of 177 projects.
4. We remove pleonastic it pronouns, detected using a set of known expressions, e.g., It is possible that.
5. We discard adjectival forms of nations, e.g., American.
6. We remove stop words in a predetermined list of 8 words, e.g., there, ltd., hmm.

Note that the above rules extract both mentions in appositive and copulative relations, e.g., [[Yongkang Zhou], the general manager] or [Mr. Savoca had been a consultant…]. These relations are not annotated in the OntoNotes corpus, e.g., in the text [[Yongkang Zhou], the general manager], only the larger mention is annotated. However, appositive and copulative relations provide useful (and highly precise) information to our coreference sieves. For this reason, we keep these mentions as candidates, and remove them later during post-processing.

2.2 Mention Processing

Once mentions are extracted, we sort them by sentence number, and left-to-right breadth-first traversal
order in syntactic trees in the same sentence (Hobbs, 1977). We select for resolution only the first mentions in each cluster,\(^3\) for two reasons: (a) the first mention tends to be better defined (Fox, 1993), which provides a richer environment for feature extraction; and (b) it has fewer antecedent candidates, which means fewer opportunities to make a mistake. For example, given the following ordered list of mentions, \(\{m_1^1, m_2^2, m_3^3, m_4^4, m_5^5, m_6^6\}\), where the subscript indicates textual order and the superscript indicates cluster id, our model will attempt to resolve only \(m_2^2\) and \(m_4^4\). Furthermore, we discard first mentions that start with indefinite pronouns (e.g., some, other) or indefinite articles (e.g., a, an) if they have no antecedents that have the exact same string extents.

For each selected mention \(m_i\), all previous mentions \(m_{i-1}, \ldots, m_1\) become antecedent candidates. All sieves traverse the candidate list until they find a coreferent antecedent according to their criteria or reach the end of the list. Crucially, when comparing two mentions, our approach uses information from the entire clusters that contain these mentions instead of using just information local to the corresponding mentions. Specifically, mentions in a cluster share their attributes (e.g., number, gender, animacy) between them so coreference decision is better informed. For example, if a cluster contains two mentions: a group of students, which is singular, and five students, which is plural, the number attribute of the entire cluster becomes singular or plural, which allows it to match other mentions that are both singular and plural. Please see (Raghunathan et al., 2010) for more details.

2.3 Coreference Resolution Sieves

2.3.1 Core System

The core of our coreference resolution system is an incremental extension of the system described in Raghunathan et al. (2010). Our core model includes two new sieves that address nominal mentions and are inserted based on their precision in a held-out corpus (see Table 1 for the complete list of sieves deployed in our system). Since these two sieves use simple lexical constraints without semantic information, we consider them part of the baseline model.

**Relaxed String Match:** This sieve considers two nominal mentions as coreferent if the strings obtained by dropping the text following their head words are identical, e.g., [Clinton] and [Clinton, whose term ends in January].

**Proper Head Word Match:** This sieve marks two mentions headed by proper nouns as coreferent if they have the same head word and satisfy the following constraints:

- **Not i-within-i** - same as Raghunathan et al. (2010).
- **No location mismatches** - the modifiers of two mentions cannot contain different location named entities, other proper nouns, or spatial modifiers. For example, [Lebanon] and [southern Lebanon] are not coreferent.
- **No numeric mismatches** - the second mention cannot have a number that does not appear in the antecedent, e.g., [people] and [around 200 people] are not coreferent.

In addition to the above, a few more rules are added to get better performance for predicted mentions.

**Pronoun distance** - sentence distance between a pronoun and its antecedent cannot be larger than 3.

**Bare plurals** - bare plurals are generic and cannot have a coreferent antecedent.

2.3.2 Semantic-Similarity Sieves

We first extend the above system with two new sieves that exploit semantics from WordNet, Wikipedia infoboxes, and Freebase records, drawing on previous coreference work using these databases (Ng & Cardie, 2002; Daumé & Marcu, 2005; Ponzetto & Strube, 2006; Ng, 2007; Yang & Su,
2007; Bengston & Roth, 2008; Huang et al., 2009; inter alia). Since the input to a sieve is a collection of mention clusters built by the previous (more precise) sieves, we need to link mention clusters (rather than individual mentions) to records in these three knowledge bases. The following steps generate a query for these resources from a mention cluster.

First, we select the most representative mention in a cluster by preferring mentions headed by proper nouns to mentions headed by common nouns, and nominal mentions to pronominal ones. In case of ties, we select the longer string. For example, the mention selected from the cluster \{President George W. Bush, president, he\} is President George W. Bush. Second, if this mention returns nothing from the knowledge bases, we implement the following query relaxation algorithm: (a) remove the text following the mention head word; (b) select the lowest noun phrase (NP) in the parse tree that includes the mention head word; (c) use the longest proper noun (NNP*) sequence that ends with the head word; (d) select the head word. For example, the query president Bill Clinton, whose term ends in January is successively changed to president Bill Clinton, then Bill Clinton, and finally Clinton. If multiple records are returned, we keep the top two for Wikipedia and Freebase, and all synsets for WordNet.

**Alias Sieve**

This sieve addresses name aliases, which are detected as follows. Two mentions headed by proper nouns are marked as aliases (and stored in the same entity cluster) if they appear in the same Wikipedia infobox or Freebase record in either the ‘name’ or ‘alias’ field, or they appear in the same synset in WordNet. As an example, this sieve correctly detects America Online and AOL as aliases. We also tested the utility of Wikipedia categories, but found little gain over morpho-syntactic features.

**Lexical Chain Sieve**

This sieve marks two nominal mentions as coreferent if they are linked by a WordNet lexical chain that traverses hypernymy or synonymy relations. We use all synsets for each mention, but restrict it to mentions that are at most three sentences apart, and lexical chains of length at most four. This sieve correctly links Britain with country, and plane with aircraft.

To increase the precision of the above two sieves, we use additional constraints before two mentions can match: attribute agreement (number, gender, animacy, named entity labels), no i-within-i, no location or numeric mismatches (as in Section 2.3.1), and we do not use the abstract entity synset in WordNet, except in chains that include ‘organization’.

### 2.3.3 Discourse Processing Sieve

This sieve matches speakers to compatible pronouns, using shallow discourse understanding to handle quotations and conversation transcripts. Although more complex discourse constraints have been proposed, it has been difficult to show improvements (Tetreault & Allen, 2003; 2004).

We begin by identifying speakers within text. In non-conversational text, we use a simple heuristic that searches for the subjects of reporting verbs (e.g., say) in the same sentence or neighboring sentences to a quotation. In conversational text, speaker information is provided in the dataset.

The extracted speakers then allow us to implement the following sieve heuristics:

- \(\langle I\rangle^4\) assigned to the same speaker are coreferent.
- \(\langle you\rangle\)'s with the same speaker are coreferent.
- The speaker and \(\langle I\rangle\)'s in her text are coreferent.

For example, \(I\), my, and she in the following sentence are coreferent: “[I] voted for [Nader] because [he] was most aligned with [my] values.” [she] said.

In addition to the above sieve, we impose speaker constraints on decisions made by subsequent sieves:

- The speaker and a mention which is not \(\langle I\rangle\) in the speaker’s utterance cannot be coreferent.
- Two \(\langle I\rangle\)'s (or two \(\langle you\rangle\)'s, or two \(\langle we\rangle\)'s) assigned to different speakers cannot be coreferent.
- Two different person pronouns by the same speaker cannot be coreferent.
- Nominal mentions cannot be coreferent with \(\langle I\rangle\), \(\langle you\rangle\), or \(\langle we\rangle\) in the same turn or quotation.
- In conversations, \(\langle you\rangle\) can corefer only with the previous speaker.

For example, \(\langle my\rangle\) and \(\langle he\rangle\) are not coreferent in the above example (third constraint).

---

4We define \(\langle I\rangle\) as ‘I’, ‘my’, ‘me’, or ‘mine’, \(\langle we\rangle\) as first person plural pronouns, and \(\langle you\rangle\) as second person pronouns.
2.4 Post Processing

To guarantee that the output of our system matches the shared task requirements and the OntoNotes annotation specification, we implement two post-processing steps:

- We discard singleton clusters.
- We discard the mention that appears later in text in appositive and copulative relations. For example, in the text "[Yongkang Zhou], the general manager" or "[Mr. Savoca] had been [a consultant...], the mentions Yongkang Zhou and a consultant... are removed in this stage.

3 Results and Discussion

Table 2 shows the performance of our mention detection algorithm. We show results before and after coreference resolution and post-processing (when singleton mentions are removed). We also list results with gold and predicted linguistic annotations (i.e., syntactic parses and named entity recognition). The table shows that the recall of our approach is 92.8% (if gold annotations are used) or 87.9% (with predicted annotations). In both cases, precision is low because our algorithm generates many spurious mentions due to its local nature. However, as the table indicates, many of these mentions are removed during post-processing, because they are assigned to singleton clusters during coreference resolution. The two main causes for our recall errors are lack of recognition of event mentions (e.g., verbal mentions such as growing) and parsing errors. Parsing errors often introduce incorrect mention boundaries, which yield both recall and precision errors. For example, our system generates the predicted mention, the working meeting of the ”863 Program” today, for the gold mention the working meeting of the “863 Program”. Due to this boundary mismatch, all mentions found to be coreferent with this predicted mention are counted as precision errors, and all mentions in the same coreference cluster with the gold mention are counted as recall errors.

Table 3 lists the results of our end-to-end system on the development partition. “External Resources”, which were used only in the open track, includes: (a) a hand-built list of genders of first names that we created, incorporating frequent names from census lists and other sources, (b) an animacy list (Ji and Lin, 2009), (c) a country and state gazetteer, and (d) a demonym list. “Discourse” stands for the sieve introduced in Section 2.3.3. “Semantics” stands for the sieves presented in Section 2.3.2. The table shows that the discourse sieve yields an improvement of almost 2 points to the overall score (row 1 versus 3), and external resources contribute 0.5 points. On the other hand, the semantic sieves do not help (row 3 versus 4). The latter result contradicts our initial experiments, where we measured a minor improvement when these sieves were enabled and gold mentions were used. Our hypothesis is that, when predicted mentions are used, the semantic sieves are more likely to link spurious mentions to existing clusters, thus introducing precision errors. This suggests that a different tuning of the sieve parameters is required for the predicted mention scenario. For this reason, we did not use the semantic sieves for our submission. Hence, rows 2 and 3 in the table show the performance of our official submission in the development set, in the closed and open tracks respectively.

Finally, Table 4 lists our results on the held-out testing partition. Note that in this dataset, the gold mentions included singletons and generic mentions...
Table 3: Comparison between various configurations of our system. ER, D, S stand for External Resources, Discourse, and Semantics sieves. GA and GM stand for Gold Annotations, and Gold Mentions. The top part of the table shows results using only predicted annotations and mentions, whereas the bottom part shows results of experiments with gold information. Avg F1 is the arithmetic mean of MUC, B³, and CEAFE. We used the development partition for these experiments.

Table 4: Results on the official test set.

Our scores are comparable to previously reported state-of-the-art results for coreference resolution with predicted mentions. For example, Haghighi and Klein (2010) compare four state-of-the-art systems on three different corpora and report B³ scores between 63 and 77 points. While the corpora used in (Haghighi and Klein, 2010) are different from the one in this shared task, our result of 68 B³ suggests that our system’s performance is competitive. In this task, our submissions in both the open and the closed track obtained the highest scores.

4 Conclusion

In this work we showed how a competitive end-to-end coreference resolution system can be built using only deterministic models (or sieves). Our approach starts with a high-recall mention detection component, which identifies mentions using only syntactic information and named entity boundaries, followed by a battery of high-precision deterministic coreference sieves, applied one at a time from highest to lowest precision. These models incorporate lexical, syntactic, semantic, and discourse information, and have access to document-level information (i.e., we share mention attributes across clusters as they are built). For this shared task, we extended our existing system with new sieves that model shallow discourse (i.e., speaker identification) and semantics (lexical chains and alias detection). Our results demonstrate that, despite their simplicity, deterministic models for coreference resolution obtain competitive results, e.g., we obtained the highest scores in both the closed and open tracks (57.8 and 58.3 respectively). The code used for this shared task is publicly released.¹
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Abstract

In this paper, we describe a machine learning system based on rule and tree ensembles for unrestricted coreference resolution. We use Entropy Guided Transformation Learning (ETL) and Decision Trees as the base learners, and, respectively, ETL Committee and Random Forest as ensemble algorithms. Our system is evaluated on the closed track of the CoNLL 2011 shared task: Modeling Unrestricted Coreference in OntoNotes. A preliminary version of our system achieves the 6th best score out of 21 competitors in the CoNLL 2011 shared task. Here, we depict the system architecture and our experimental results and findings.

1 Introduction

Unrestricted coreference resolution consists in identifying coreferring entities and events in texts. For instance, in the sentence

“She had a good suggestion and it was unanimously accepted.”

there is a coreference between the pronoun “it” and the noun phrase “a good suggestion”. In the following sentence

“Sales of passenger cars grew 22%. The strong growth followed year-to-year increases.”

there is a coreference between the noun phrase “the strong growth” and the event “grew”. Throughout this paper, we use the term mention to mean a reference to an entity or event.

The CoNLL 2011 Shared Task (Pradhan et al., 2011) is dedicated to modeling unrestricted coreference in OntoNotes. The participants are provided with a large corpus that contains various annotation layers such as part-of-speech (POS) tagging, parsing, named entities and semantic role labeling. The task consists in the automatic identification of coreferring entities and events given predicted information on other OntoNotes layers. A previous work on modeling unrestricted coreference using an earlier version of this corpus is presented in (Pradhan et al., 2007).

In this paper, we describe the machine learning approach that we used to the closed track of the CoNLL 2011 Shared Task. Our system follows the common strategy of recasting the problem as a classification task. First, in a preprocessing step, a set of candidate mentions is constructed. Next, also in the preprocessing step, pairs of candidate coreferring mentions are generated. Then, each candidate pair of mentions is classified as co-referring or not using a classifier learned from the annotated corpus. Finally, a postprocessing step (clustering) removes inconsistencies that would result of the pairwise classifications and constructs a partition on the set of mentions. In our system, the learning module is based on ensemble learning. We use Entropy Guided Transformation Learning (ETL) (Milidiú et al., 2008) and Decision Trees (DT) (Quinlan, 1993) as base learners, and, respectively, ETL Committee (dos Santos et al., 2010) and Random Forest (Breiman, 2001) as ensemble algorithms.
The remainder of this paper is organized as follows. In Section 2, we present the corpus preprocessing and postprocessing steps. Our machine learning modeling for the unrestricted coreference resolution task is presented in Section 3. The experimental findings are depicted in Section 4. Finally, in Section 5, we present our final remarks.

2 Corpus Processing

In this section we describe some preprocessing and postprocessing steps used in the proposed system.

2.1 Candidate Mention Extraction

For each text document, we generate a list of candidate mentions in the following way:

- all the noun phrases (NP) identified in the provided parsing tree are considered as candidate mentions;
- each pronoun is isolatedly considered as a candidate mention even if it is inside a larger NP;
- named entities in the categories Person (PERSON), Organization (ORG) and Geo-Political Entity (GPE) are isolatedly considered as candidate mentions even if they are inside larger NPs. Additionally, in order to better align with the OntoNotes mention annotation, a processing is performed to include possessive marks “s” and premodifiers such as “Mr.”.

In the current version, our system does not consider verbs when creating candidate mentions. Therefore, the system does not resolve coreferences involving events.

2.2 Candidate Co-referring Pairs Generation

In the training phase, we generate positive and negative examples of co-referring pairs using a strategy similar to the one of Soon et al. (2001). In their method, the text is examined in a left-to-right manner. For each anaphoric mention \( m_j \), a positive example pair that includes \( m_j \) and its closest preceding antecedent, \( m_i \). A negative example is created for \( m_j \) paired with each of the intervening mentions, \( m_{i+1}, m_{i+2}, \ldots, m_{j-1} \). We extend the Soon et al. (2001) approach by also including all positive and negative pairs that can be formed with the mentions in the sentence of the closest preceding antecedent, \( m_i \).

In the classification phase, the text is also examined in a left-to-right manner. For each mention \( m_j \), candidate co-referring pairs are generated by pairing it with a limited number of preceding mentions. When using predicted mentions, we set this limit to 60 (sixty). For the gold-mentions track, the limit is set to 40 (forty).

2.3 Feature Engineering

We use a set of 80 features to describe each pair of mentions \((m_i, m_j)\). The feature set includes lexical, morphological, syntactic, semantic and positional information. Most of them are borrowed from the works of Ng and Cardie (2002) and Sapena et al. (2010). However, we also propose some new features. In the following, due to space constraints, we briefly describe some of them. The features marked with * are the new proposed ones.

**Lexical**: head word of \( m_{ij} \); String matching of (head word of) \( m_i \) and \( m_j \) (y/n); Both are pronouns and their strings match (y/n); Previous/Next two words of \( m_{ij} \); Length of \( m_{ij} \); Edit distance of head words; \( m_{ij} \) is a definitive NP (y/n); \( m_{ij} \) is a demonstrative NP (y/n).

**Morphological**: Both are proper names and their strings match (y/n); Basic gender agreement*, which use a list of proper names extracted from the training corpus (y/n); Gender/Number of \( m_{ij} \); Gender/Number agreement(y/n), this and the previous feature are generated using the number and gender data provided by Bergsma and Lin (2006).

**Syntactic**: POS tag of the \( m_{ij} \) head word; Previous/Next two POS tags of \( m_{ij} \); \( m_i \) and \( m_j \) are both pronouns / proper names (y/n); Previous/Next predicate of \( m_{ij} \);*; Compatible pronouns, which checks whether two pronouns agree in number, gender and person (y/n)*; NP embedding level; Number of embedded NPs in \( m_{ij} \)*.

**Semantic**: the result of a baseline system; sense of the \( m_{ij} \) head word; Named entity type of \( m_{ij} \); \( m_i \) and \( m_j \) have the same named entity; Semantic role of \( m_{ij} \) for the prev/next predicate*; Concatenation of semantic roles of \( m_i \) and \( m_j \) for the same predicate (if they are in the same sentence)*; Same speaker* (y/n); Alias (y/n); \( m_i \) and \( m_j \) have a hypernym/hyponym relation (y/n); \( m_i \) and \( m_j \) have the
same semantic class (y/n); sum of distances between $m_i$ and $m_j$ to their class. The last three features are generated using WordNet 3.0 (Miller, 1995).

**Distance and Position:** Distance between $m_i$ and $m_j$ in sentences; Distance in number of mentions; Distance in number of person names (applies only for the cases where $m_i$ and $m_j$ are both pronouns or one of them is a person name)*; One mention is in apposition to the other (y/n).

### 2.4 Clustering Strategy

In order to generate the coreference chains, it is needed a strategy to create a partition in the mentions using the predictions for the candidate coreferent pairs. This part of the coreference resolution system is frequently called *clustering strategy* (Ng and Cardie, 2002). Our system uses an aggressive-merge clustering approach similar to the one proposed by McCarthy and Lehnert (1995). In this strategy, each mention is merged with all of its preceding mentions that are classified as coreferent with it.

Additionally, a postprocessing step is employed to remove inconsistencies that would result of the clustering processing, such as an NP being coreferent to its embedded NP.

### 3 Machine Learning Modeling

In this section we briefly describes the machine learning approaches used in our experiments. We also describe a baseline system (BLS) that is used by ETL for the learning of correction rules. The classification produced by the BLS is also used as a feature for the other experimented learning strategies.

**ETL:** Entropy Guided Transformation Learning (ETL) is a correction rule learning algorithm. It extends Transformation Based Learning (TBL) by automatically generating rule templates using Decision Trees (DT) (Milidiú et al., 2008). We use an in-house implementation of ETL.

**ETL Committee:** is an ensemble method that uses ETL as the base learner (dos Santos et al., 2010). This approach combines the main ideas of Bagging and Random Subspaces, as well as rule redundancy and template sampling to generate diverse ETL classifiers. We use an in-house implementation of ETL Committee.

**Decision Trees:** the C4.5 (Quinlan, 1993) system is one of the most popular DT induction implementation. It induces a tree based classifier using the training data information gain. In our experiments, we use the J48 tool, which is a DT induction system similar to C4.5. J48 is part of the WEKA data mining toolkit (Hall et al., 2009).

**Random Forest:** is an ensemble method that uses DT as the base learner. In the Random Forest learning process (Breiman, 2001), first, bootstrap sampling is employed to generate multiple replicates of the training set. Then, a decision tree is grown for each training set replicate. When growing a tree, a subset of the available features is randomly selected at each node, the best split available within those features is selected for that node. In our experiments, the WEKA’s Random Forest implementation is used.

**Baseline System:** the BLS classifies a candidate co-referring pair ($m_i, m_j$) as co-referring when one of the following conditions occur:

- $m_j$ is an alias of $m_i$;
- $m_j$ and $m_i$ are 3rd person pronouns and there is no person name between them;
- the pair is composed of a person name and a 3rd person pronoun and there is no person name between them;
- removing determiners, $m_i$ matches $m_j$;
- the feature *basic gender agreement* is true.

The parameters of each algorithm are tuned using the development set. For both, ETL Committee and Random Forest the ensemble size is set to 50.

### 4 Experiments and Results

We train models for two different CoNLL 2011 shared task closed tracks: (a) using candidate mentions whose boundaries are automatically extracted (see Section 2.1); and (b) using candidate mentions whose boundaries are provided. In the training phase, the gold standard OntoNotes annotation layers are used. For the development and test sets the automatically generated OntoNotes annotation layers are used.
For all experiments, results are reported using three metrics: MUC, B^3 and CEAF(E). We also report the average F_1 score for these three metrics, which is the official CoNLL 2011 shared task metric. Additionally, results for the test set are also reported using the CEAF(M) and BLANC metrics.

### 4.1 Automatic Mention Boundaries

In Table 1, we show machine learning system results for unrestricted coreference resolution using the development set. As we can see in Table 1, the results of ensemble methods are better than ones of the base learners, which is the expected result. ETL Committee is the classifier that achieve the best results, closely followed by Random Forest.

All the experimented ML systems achieve results better than the baseline. However, the improvement provided by ML is more expressive only for the MUC metric. For instance, ETL Committee provides an improvement over the baseline of about 6.5 points in the MUC F1-score, while the improvement for the other two metrics is only about 2 points.

We run an additional experiment by constructing a heterogeneous committee composed by the three best classifiers: (1) ETL Committee, (2) Random Forest and (3) ETL. The results for this system is shown in table line with ML Model name “(1) + (2) + (3)”. This heterogeneous committee provides our best experimental results for the development set, which is slightly better than ETL Committee results.

Due to deadline constraints, the system output that we have submitted to the CoNLL 2011 shared task is a majority voting committee of three different ETL classifiers. These three ETL classifiers slightly differs in the used feature sets. In Table 1, the results of the Submitted System is presented for the development set. Table 2 presents the Submitted System results for the test set. Our system achieves the 6th best score out of 21 competitors in the closed track of the CoNLL 2011 shared task.

### 4.2 Gold Mention Boundaries

For the gold mention boundaries task, we were not able to assess system performances on the development set. This is due to the fact that not all gold mentions are annotated in the development set.

We have submitted two outputs for the CoNLL 2011 shared task gold mentions closed track. These outputs were generated by two systems described in the previous subsection: (a) the Submitted System; and (b) the heterogeneous committee (ETL Committee + Random Forest + ETL). In Table 3, we show the system results for the test set with gold standard mentions. Again, the heterogeneous committee provides our best results.

At the moment of writing this paper, the scoreboard for this task has not yet been released by the CoNLL 2011 shared task committee.

### 5 Conclusion

In this paper, we describe a machine learning system based on rule and tree ensembles for unrestricted coreference resolution. The system uses Entropy Guided Transformation Learning and Decision Trees as the base learners. ETL Committee and Random Forest are the used ensemble algorithms. We depict the system architecture and present experimental results and findings of our participation in the CoNLL 2011 shared task.

We present results for two closed tasks: (a) using automatically extracted mention boundaries; and (b) using gold mention boundaries. For both tasks, ensemble classifiers have better results than the base classifiers. This is the expected outcome, since ensemble classifiers tend to be more accurate than the base classifiers. We also experiment heterogeneous committees that combines the three best classifier for the first task. Heterogeneous committees provide our best scoring results for both tasks. Using a preliminary version of our system, we achieve the 6th best score out of 21 competitors in the closed track of the CoNLL 2011 shared task.

One of the possible future works, is to investigate the impact of the new features that we propose.

<table>
<thead>
<tr>
<th>Metric</th>
<th>R</th>
<th>P</th>
<th>F_1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>59.21</td>
<td>54.30</td>
<td>56.65</td>
</tr>
<tr>
<td>BCUBED</td>
<td>68.79</td>
<td>62.81</td>
<td>65.66</td>
</tr>
<tr>
<td>CEAF (M)</td>
<td>49.54</td>
<td>49.54</td>
<td>49.54</td>
</tr>
<tr>
<td>CEAF (E)</td>
<td>35.86</td>
<td>40.21</td>
<td>37.91</td>
</tr>
<tr>
<td>BLANC</td>
<td>73.37</td>
<td>66.91</td>
<td>69.46</td>
</tr>
<tr>
<td>(MUC + B^3 + CEAF(E))/3</td>
<td>53.41</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Submitted System results for the test set using automatically extracted mention boundaries.
Table 1: System results for the development set using automatically extracted mention boundaries.

<table>
<thead>
<tr>
<th>ML Model</th>
<th>MUC</th>
<th>B1</th>
<th>CEAF(E)</th>
<th>(MUC + B1 + CEAF(E))/3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>P</td>
<td>F1</td>
<td>R</td>
</tr>
<tr>
<td>(1) ETL Committee</td>
<td>52.31</td>
<td>57.51</td>
<td>54.78</td>
<td>63.62</td>
</tr>
<tr>
<td>(2) Random Forest</td>
<td>53.31</td>
<td>59.41</td>
<td>54.10</td>
<td>65.23</td>
</tr>
<tr>
<td>(3) ETL</td>
<td>54.80</td>
<td>52.24</td>
<td>53.49</td>
<td>67.56</td>
</tr>
<tr>
<td>(4) Decision Trees</td>
<td>57.51</td>
<td>49.12</td>
<td>52.98</td>
<td>71.23</td>
</tr>
<tr>
<td>(5) Baseline System</td>
<td>43.04</td>
<td>55.13</td>
<td>48.34</td>
<td>57.82</td>
</tr>
<tr>
<td>(1) + (2) + (3)</td>
<td>52.77</td>
<td>57.44</td>
<td>55.00</td>
<td>64.09</td>
</tr>
<tr>
<td>Submitted System</td>
<td>54.65</td>
<td>53.25</td>
<td>53.94</td>
<td>67.15</td>
</tr>
</tbody>
</table>

Table 3: System results for the test set using gold mention boundaries.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Submitted System</th>
<th>(1) + (2) + (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>P</td>
</tr>
<tr>
<td>MUC</td>
<td>58.77</td>
<td>56.54</td>
</tr>
<tr>
<td>BCUBED</td>
<td>67.05</td>
<td>64.84</td>
</tr>
<tr>
<td>CEAF (M)</td>
<td>50.05</td>
<td>50.05</td>
</tr>
<tr>
<td>CEAF (E)</td>
<td>37.61</td>
<td>39.62</td>
</tr>
<tr>
<td>BLANC</td>
<td>72.59</td>
<td>67.76</td>
</tr>
<tr>
<td>(MUC + B1 + CEAF(E))/3</td>
<td>54.05</td>
<td>55.50</td>
</tr>
</tbody>
</table>
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Abstract

This paper presents Illinois-Coref, a system for coreference resolution that participated in the CoNLL-2011 shared task. We investigate two inference methods, Best-Link and All-Link, along with their corresponding, pairwise and structured, learning protocols. Within these, we provide a flexible architecture for incorporating linguistically-motivated constraints, several of which we developed and integrated. We compare and evaluate the inference approaches and the contribution of constraints, analyze the mistakes of the system, and discuss the challenges of resolving coreference for the OntoNotes-4.0 data set.

1 Introduction

The coreference resolution task is challenging, requiring a human or automated reader to identify denotative phrases (“mentions”) and link them to an underlying set of referents. Human readers use syntactic and semantic cues to identify and disambiguate the referring phrases; a successful automated system must replicate this behavior by linking mentions that refer to the same underlying entity.

This paper describes Illinois-Coref, a coreference resolution system built on Learning Based Java (Rizzolo and Roth, 2010), that participated in the “closed” track of the CoNLL-2011 shared task (Pradhan et al., 2011). Building on elements of the coreference system described in Bengtson and Roth (2008), we design an end-to-end system that identifies candidate mentions and then applies one of two inference protocols, Best-Link and All-Link (Sec. 2.3), to disambiguate and cluster them. These protocols were designed to easily incorporate domain knowledge in the form of constraints. In Sec. 2.4, we describe the constraints that we develop and incorporate into the system. The different strategies for mention detection and inference, and the integration of constraints are evaluated in Sections 3 and 4.

2 Architecture

Illinois-Coref follows the architecture used in Bengtson and Roth (2008). First, candidate mentions are detected (Sec. 2.1). Next, a pairwise classifier is applied to each pair of mentions, generating a score that indicates their compatibility (Sec. 2.2). Next, at inference stage, a coreference decoder (Sec. 2.3) aggregates these scores into mention clusters. The original system uses the Best-Link approach; we also experiment with All-Link decoding. This flexible decoder architecture allows linguistic or knowledge-based constraints to be easily added to the system: constraints may force mentions to be coreferent or non-coreferent and can be optionally used in either of the inference protocols. We designed and implemented several such constraints (Sec. 2.4). Finally, since mentions that are in singleton clusters are not annotated in the OntoNotes-4.0 data set, we remove those as a post-processing step.

2.1 Mention Detection

Given a document, a mention detector generates a set of mention candidates that are used by the subsequent components of the system. A robust mention detector is crucial, as detection errors will propagate to the coreference stage. As we show in Sec. 3, the system that uses gold mentions outperforms the system that uses predicted mentions by a large margin, from 15% to 18% absolute difference.
For the ACE 2004 coreference task, a good performance in mention detection is typically achieved by training a classifier e.g., (Bengtson and Roth, 2008). However, this model is not appropriate for the OntoNotes-2008) data set, in which (in contrast to the ACE 2004 corpus) singleton mentions are not annotated: a specific noun phrase (NP) may correspond to a mention in one document but will not be a mention in another document. Therefore, we designed a high recall (~ 90%) and low precision (~ 35%) rule-based mention detection system that includes all phrases recognized as Named Entities (NE’s) and all phrases tagged as NPs in the syntactic parse of the text. As a post-processing step, we remove all predicted mentions that remain in singleton clusters after the inference stage.

The best mention detection result on the DEV set\(^1\) is 64.93% in F1 score (after coreference resolution) and is achieved by our best inference protocol, Best-Link with constraints.

### 2.2 Pairwise Mention Scoring

The basic input to our inference algorithm is a pairwise mention score, which indicates the compatibility score of a pair of mentions. For any two mentions \(u\) and \(v\), the compatibility score \(w_{uv}\) is produced by a pairwise scoring component that uses extracted features \(\phi(u, v)\) and linguistic constraints \(c\):

\[
w_{uv} = w \cdot \phi(u, v) + c(u, v) + t, \tag{1}\]

where \(w\) is a weight vector learned from training data, \(c(u, v)\) is a compatibility score given by the constraints, and \(t\) is a threshold parameter (to be tuned). We use the same features as Bengtson and Roth (2008), with the knowledge extracted from the OntoNotes-4.0 annotation. The exact use of the scores and the procedure for learning weights \(w\) are specific to the inference algorithm and are described next.

### 2.3 Inference

In this section, we present our inference techniques for coreference resolution. These clustering techniques take as input a set of pairwise mention scores over a document and aggregate them into globally consistent cliques representing entities. We investigate the traditional Best-Link approach and a more intuitively appealing All-Link algorithm.

#### 2.3.1 Best-Link

Best-Link is a popular approach to coreference resolution. For each mention, it considers the best mention on its left to connect to (best according the pairwise score \(w_{uv}\)) and creates a link between them if the pairwise score is above some threshold. Although its strategy is simple, Bengtson and Roth (2008) show that with a careful design, it can achieve highly competitive performance.

**Inference:** We give an integer linear programming (ILP) formulation of Best-Link inference in order to present both of our inference algorithms within the same framework. Given a pairwise scorer \(w\), we can compute the compatibility scores — \(w_{uv}\) from Eq. (1) — for all mention pairs \(u\) and \(v\). Let \(y_{uv}\) be a binary variable, such that \(y_{uv} = 1\) only if \(u\) and \(v\) are in the same cluster. For a document \(d\), Best-Link solves the following ILP formulation:

\[
\arg \max_y \sum_{u,v} w_{uv} y_{uv} \quad \text{s.t} \quad \sum_{u<v} y_{uv} \leq 1 \forall v, \quad y_{uv} \in \{0,1\}. \tag{2}
\]

Eq. (2) generates a set of connected components and all the mentions in each connected component constitute an entity.

**Learning:** We follow the strategy in (Bengtson and Roth, 2008, Section 2.2) to learn the pairwise scoring function \(w\). The scoring function is trained on:

- **Positive examples:** for each mention \(u\), we construct a positive example \((u, v)\), where \(v\) is the closest preceding mention in \(u\’s\) equivalence class.
- **Negative examples:** all mention pairs \((u, v)\), where \(v\) is a preceding mention of \(u\) and \(u, v\) are not in the same class.

As a result of the singleton mentions not being annotated, there is an inconsistency in the sample distributions in the training and inference phases. Therefore, we apply the mention detector to the training set, and train the classifier using the union set of gold and predicted mentions.

---

\(^1\)In the shared task, the data set is split into three sets: TRAIN, DEV, and TEST.
2.3.2 All-Link

The All-Link inference approach scores a clustering of mentions by including all possible pairwise links in the score. It is also known as correlational clustering (Bansal et al., 2002) and has been applied to coreference resolution in the form of supervised clustering (Mccallum and Wellner, 2003; Finley and Joachims, 2005).

Inference: Similar to Best-Link, for a document $d$, All-Link inference finds a clustering $\text{All-Link}(d; w)$ by solving the following ILP problem:

$$\arg\max_{y} \sum_{u,v} w_{uv} y_{uv} \quad \text{s.t.} \quad y_{uv} \geq y_{uv} + y_{uw} - 1 \quad \forall u, w, v,$$

where $y_{uv}$ represents the clustering of mentions $u$ and $v$.

The inequality constraints in Eq. (3) enforce the transitive closure of the clustering. The solution of Eq. (3) is a set of cliques, and the mentions in the same cliques corefer.

Learning: We present a structured perceptron algorithm, which is similar to supervised clustering algorithm (Finley and Joachims, 2005) to learn $w$. Note that as an approximation, it is certainly possible to use the weight parameter learned by using, say, averaged perceptron over positive and negative links. The pseudocode is presented in Algorithm 1.

Algorithm 1 Structured Perceptron like learning algorithm for All-Link inference

<table>
<thead>
<tr>
<th>Given:</th>
<th>Annotated documents $D$ and initial weight $w_{\text{init}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize</td>
<td>$w \leftarrow w_{\text{init}}$</td>
</tr>
<tr>
<td>for Document $d$ in $D$ do</td>
<td></td>
</tr>
<tr>
<td>Clustering $y \leftarrow \text{All-Link}(d; w)$</td>
<td></td>
</tr>
<tr>
<td>for all pairs of mentions $u$ and $v$ do</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{I}^1(u, v) = [u, v \text{ coreferent in } D]$</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{I}^2(u, v) = [y(u) = y(v)]$</td>
<td></td>
</tr>
<tr>
<td>$w \leftarrow w + (\mathcal{I}^1(u, v) - \mathcal{I}^2(u, v)) \phi(u, v)$</td>
<td></td>
</tr>
<tr>
<td>end for</td>
<td></td>
</tr>
<tr>
<td>end for</td>
<td></td>
</tr>
<tr>
<td>return $w$</td>
<td></td>
</tr>
</tbody>
</table>

For the All-Link clustering, we drop one of the three transitivity constraints for each triple of mention variables. Similar to Pascal and Baldridge (2009), we observe that this improves accuracy — the reader is referred to Pascal and Baldridge (2009) for more details.

2.4 Constraints

The constraints in our inference algorithm are based on the analysis of mistakes on the DEV set. Since the majority of errors are mistakes in recall, where the system fails to link mentions that refer to the same entity, we define three high precision constraints that improve recall on NPs with definite determiners and mentions whose heads are NE’s.

The patterns used by constraints to match mention pairs have some overlap with those used by the pairwise mention scorer, but their formulation as constraints allow us to focus on a subset of mentions to which a certain pattern applies with high precision. For example, the constraints use a rule-based string similarity measure that accounts for the inferred semantic type of the mentions compared. Examples of mention pairs that are correctly linked by the constraints are: Governor Bush $\Rightarrow$ Bush; a crucial swing state $\Rightarrow$ Florida $\Rightarrow$ Florida; Sony itself $\Rightarrow$ Sony; Farmers $\Rightarrow$ Los Angeles - based Farmers.

3 Experiments and Results

In this section, we present the performance of the system on the OntoNotes 4.0 data set. A previous experiment using an earlier version of this data can be found in (Pradhan et al., 2007). We train all of the systems on TRAIN and evaluate on DEV. Table 1 shows the performance for the two inference protocols, with and without constraints. Best-Link outperforms All-Link for both predicted and gold mentions. Adding constraints improves the performance slightly for Best-Link on predicted mentions. In the other configurations, the constraints either do not affect the performance or slightly degrade it.

Since the Best-Link approach with constraints achieves the best performance on DEV, we use this configuration on TEST (Table 2). We report the results on predicted mentions with predicted mention boundaries and with gold boundaries$^3$. The perfor-

---

$^3$We provide a more detailed analysis of the errors in Sec. 4.

$^3$Note that the gold boundaries results are different from the gold mention results on DEV in Table 1.Specifying gold mentions requires coreference resolution to exclude singleton mentions. Gold boundaries are provided by the task organizers and also include singleton mentions.
<table>
<thead>
<tr>
<th>Method</th>
<th>Predicted Mentions</th>
<th>Gold Mentions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MD</td>
<td>MUC</td>
</tr>
<tr>
<td>Best-Link</td>
<td>64.94</td>
<td>55.94</td>
</tr>
<tr>
<td>Best-Link W/ Const.</td>
<td>64.93</td>
<td>56.05</td>
</tr>
<tr>
<td>All-Link</td>
<td>63.30</td>
<td>54.56</td>
</tr>
<tr>
<td>All-Link W/ Const.</td>
<td>63.39</td>
<td>54.56</td>
</tr>
</tbody>
</table>

Table 1: The performance of the two inference protocols on both gold and predicted mentions. We report the F1 scores (%) on mention detection (MD) and coreference metrics (MUC, BCUB, CEAF) on DEV set. The column AVG shows the averaged scores of the three coreference metrics.

<table>
<thead>
<tr>
<th>Method</th>
<th>Pred. Mentions w/ Pred. Boundaries</th>
<th>Pred. Mentions w/ Gold Boundaries</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MD</td>
<td>MUC</td>
</tr>
<tr>
<td>Best-Link W/ Const.</td>
<td>64.88</td>
<td>57.15</td>
</tr>
</tbody>
</table>

Table 2: The results of our submitted system on the TEST set. The system uses Best-Link decoding with constraints and is trained on a collection of TRAIN and DEV sets.

Most of the mistakes made by the system are due to not linking co-referring mentions. The constraints improve slightly the recall on a subset of mentions, and here we show other common errors for the system. For instance, the system fails to link the two mentions, the Emory University hospital in Atlanta and the hospital behind me, since each of the mentions has a modifier that is not part of the other mention. Another common error is related to pronoun resolution, especially when a pronoun has several antecedents in the immediate context, appropriate in gender, number, and animacy, as in “E. Robert Wallach was sentenced by a U.S. judge in New York to six years in prison and fined $ 250,000 for his racketeering conviction in the Wedtech scandal.”; both E. Robert Wallach and a U.S. judge are appropriate antecedents for the pronoun his. Pronoun errors are especially important to address since 35% of the mentions are pronouns.

The system also incorrectly links some mentions, such as: “The suspect said it took months to repack...” (“it” cannot refer to a human); “They see them.” (subject and object in the same sentence are linked); and “Many freeway accidents occur simply because people stay inside the car and sort out...” (the NP the car should not be linked to any other mention, since it does not refer to a specific entity).

5 Conclusions

We have investigated a coreference resolution system that uses a rich set of features and two popular types of clustering algorithm.

While the All-Link clustering seems to be capable of taking more information into account for making clustering decisions, as it requires each mention in a cluster to be compatible with all other mentions in that cluster, the Best-Link approach still outperforms it. This raises a natural algorithmic question regarding the inherent nature of clustering style most suitable for coreference and regarding possible ways of infusing more knowledge into different coreference clustering styles. Our approach accommodates infusion of knowledge via constraints, and we have demonstrated its utility in an end-to-end coreference system.
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Abstract
This paper describes our entry to the 2011 CoNLL closed task (Pradhan et al., 2011) on modeling unrestricted coreference in OntoNotes. Our system is based on the Reconcile coreference resolution research platform. Reconcile is a general software infrastructure for the development of learning-based noun phrase (NP) coreference resolution systems. Our entry for the CoNLL closed task is a configuration of Reconcile intended to do well on OntoNotes data. This paper describes our configuration of Reconcile as well as the changes that we had to implement to integrate with the OntoNotes task definition and data formats. We also present and discuss the performance of our system under different testing conditions on a withheld validation set.

1 Introduction
Noun phrase (NP) coreference resolution is one of the fundamental tasks of the field of Natural Language Processing (NLP). Recently, the creation of the OntoNotes corpus (Pradhan et al., 2007) has provided researchers with a large standard data collection with which to create and empirically compare coreference resolution systems.

Reconcile (Stoyanov et al., 2010b) is a general coreference resolution research platform that aims to abstract the architecture of different learning-based coreference systems and to provide infrastructure for their quick implementation. Reconcile is distributed with several state-of-the-art NLP components and a set of optimized feature implementations. We decided to adapt Reconcile for the OntoNotes corpus and enter it in the 2011 CoNLL shared task with three goals in mind: (i) to compare the architecture and components of Reconcile with other state-of-the-art coreference systems, (ii) to implement and provide the capability of running Reconcile on the OntoNotes corpus, and, (iii) to provide a baseline for future algorithm implementations in Reconcile that evaluate on the OntoNotes corpus.

Although Reconcile can be easily adapted to new corpora, doing so requires introducing new components. More precisely, the system has to be modified to be consistent with the specific definition of the coreference task embodied in the OntoNotes annotation instructions. Additionally, different corpora use different data formats, so the system needs to implement capabilities for dealing with these new formats. Finally, Reconcile can be configured with different features and components to create an instantiation that models well the particular data.

In this paper we describe, Reconcile\textsubscript{CoNLL}, our entry to the 2011 CoNLL shared task based on the Reconcile research platform. We begin by describing the general Reconcile architecture (Section 2), then describe the changes that we incorporated in order to enable Reconcile to work on OntoNotes data (Sections 3 and 4). Finally, we describe our experimental set up and results from running Reconcile\textsubscript{CoNLL} under different conditions (Section 5).

2 Overview of Reconcile
In this section we give a high-level overview of the Reconcile platform. We refer the reader for more details to Stoyanov et al. (2010a) and Stoyanov et al. (2010b). Results from running a Reconcile-based coreference resolution system on different corpora can be found in Stoyanov et al. (2009).

Reconcile was developed to be a coreference resolution research platform that allows for quick implementation of coreference resolution systems. The platform abstracts the major processing steps (components) of current state-of-the-art learning-based coreference resolution systems. A description of the steps and the available components can be found in the referenced papers.

3 The Reconcile\textsubscript{CoNLL} System
To participate in the 2011 CoNLL shared task, we configured Reconcile to conform to the OntoNotes general coreference resolution task. We will use the name Reconcile\textsubscript{CoNLL}, to refer to this particular instantiation of the general Reconcile platform. The remainder of this section describe the changes required to enable Reconcile\textsubscript{CoNLL} to run (accurately) on OntoNotes data.
Reconcile employs the same basic pipelined architecture as Reconcile. We describe the specific components used in each step.

### 1. Preprocessing

Documents in the OntoNotes corpus are manually (or semi-automatically) annotated with many types of linguistic information. This information includes tokens, part-of-speech tags, and named entity information as well as a constituent syntactic parse of the text. For the purpose of participating in the shared task, we rely on these manual annotations, when available. Thus, we do not run most of the standard Reconcile preprocessing components. One type of information not provided in the OntoNotes corpus is a dependency parse. Several of Reconcile’s features rely on a dependency parse of the text. Thus, we ran the Stanford dependency parser (Klein and Manning, 2003), which performs a constituent parse and uses rules to convert to a dependency format.

Two additional changes to the preprocessing step were necessary for running on the OntoNotes data. The first is the implementation of components that can convert data from the OntoNotes format to the Reconcile internal format. The second is adaptation of the Coreference Element (CE) extractor to conform to the OntoNotes definition of what can constitute a CE. Our implementations for these two tasks are briefly described in Sections 4.1 and 4.2, respectively.

### 2. Feature generation

Reconcile was configured with 61 features that have proven successful for coreference resolution on other data sets. Due to the lack of time we performed no feature engineering or selection specific to OntoNotes. We used a new component for generating the pairwise CEs that comprise training and test instances, which we dub SMART PG (for smart pair generator). This is described in Section 4.3.

### 3. Classification

We train a linear classifier using the averaged perceptron algorithm (Freund and Schapire, 1999). We use a subset of 750 randomly selected documents for training, since training on the entire set required too much memory. As a result, we had ample validation data for tuning thresholds, etc.

4. Clustering

We use Reconcile’s single-link clustering algorithm. In other words, we compute the transitive closure of the positive pairwise predictions. Note that what constitutes a positive prediction depends on a threshold set for the classifier from the previous step. This clustering threshold is optimized using validation data. More details about the influence of the validation process can be found in Section 5.

5. Scoring

The 2011 CoNLL shared task provides a scorer that computes a set of commonly used coreference resolution evaluation metrics. We report results using this scorer in Section 5. However, we used the Reconcile-internal versions of scorers to optimize the threshold. This was done for pragmatic reasons – time pressure prevented us from incorporating the CoNLL scorer in the system. We also report the Reconcile-internal scores in the experiment section.

This concludes the high-level description of the Reconcile system. Next, we describe in more detail the main changes implemented to adapt to the OntoNotes data.

### 4 Adapting to OntoNotes

The first two subsection below describe the two main tasks that need to be addressed when running Reconcile on a new data set: annotation conversion and CE extraction. The third subsection describes the new Smart CE Pairwise instance generator — a general component that can be used for any coreference data set.

#### 4.1 Annotation Conversion

There are fundamental differences between the annotation format used by OntoNotes and that used internally by Reconcile. While OntoNotes relies on token-based representations, Reconcile uses a stand-off bytespan annotation. A significant part of the development of Reconcile was devoted to conversion of the OntoNotes manual token, parse, named-entity and coreference annotations. In general, we prefer the stand-off bytespan format because it allows the reference text of the document to remain unchanged while annotation layers are added as needed.

#### 4.2 Coreference Element Extraction

The definition of what can constitute an element participating in the coreference relation (i.e., a Coreference Element or CE) depends on the particular dataset. Optimizing the CE extraction com-
Optimized Metric | Threshold | BCubed | CEAFe | MUC |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BCubed</td>
<td>0.4470</td>
<td><strong>0.7112</strong></td>
<td>0.1622</td>
<td>0.6094</td>
</tr>
<tr>
<td>CEAFe</td>
<td>0.4542</td>
<td>0.7054</td>
<td><strong>0.1650</strong></td>
<td>0.6141</td>
</tr>
<tr>
<td>MUC</td>
<td>0.4578</td>
<td>0.7031</td>
<td>0.1638</td>
<td><strong>0.6148</strong></td>
</tr>
</tbody>
</table>

Table 1: Reconcile-internal scores for different thresholds. The table lists the best threshold for the validation data and results using that threshold.

<table>
<thead>
<tr>
<th>Pair Gen.</th>
<th>BCubed</th>
<th>CEAFe</th>
<th>MUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMARTPG</td>
<td>0.6993</td>
<td>0.1634</td>
<td>0.6126</td>
</tr>
<tr>
<td>All Pairs</td>
<td>0.6990</td>
<td>0.1603</td>
<td>0.6095</td>
</tr>
</tbody>
</table>

Table 3: Influence of different pair generators.

The component for the particular task definition can result in dramatic improvements in performance. An accurate implementation limits the number of elements that the coreference system needs to consider while keeping the recall high.

The CE extractor that we implemented for OntoNotes extends the existing Reconcile ACE05 CE extractor (ACE05, 2005) via the following modifications:

**Named Entities:** We exclude named entities of type **CARDINAL NUMBER**, **MONEY** and **NORP**, the latter of which captures nationality, religion, political and other entities.

**Possessives:** In the OntoNotes corpus, possessives are included as coreference elements, while in ACE they are not.

Reconcile_{CoNLL} ignores the fact that verbs can also be CEs for the OntoNotes coreference task as this change would have constituted a significant implementation effort.

Overall, our CE extractor achieves recall of over 96%, extracting roughly twice the number of CEs in the answer key (precision is about 50%). High recall is desirable for the CE extractor at the cost of precision since the job of the coreference system is to further narrow down the set of anaphoric CEs.

### 4.3 Smart Pair Generator

Like most current coreference resolution systems, at the heart of Reconcile lies a pairwise classifier. The job of the classifier is to decide whether or not two CEs are coreferent or not. We use the term **pair generation** to refer to the process of creating the CE pairs that the classifier considers. The most straightforward way of generating pairs is by enumerating all possible unique combinations. This approach has two undesirable properties – it requires time in the order of $O(n^2)$ for a given document (where $n$ is the number of CEs in the document) and it produces highly imbalanced data sets with the number of positive instances (i.e., coreferent CEs) being a small fraction of the number of negative instances. The latter issue has been addressed by a technique named instance generation (Soon et al., 2001): during training, each CE is matched with the first preceding CE with which it corefers and all other CEs that reside in between the two. During testing, a CE is compared to all preceding CEs until a coreferent CE is found or the beginning of the document is reached. This technique reduces class imbalance, but it has the same worst-case runtime complexity of $O(n^2)$.

We employ a new type of pair generation that aims to address both the class imbalance and improves the worst-case runtime. We will use SMARTPG to refer to this component. Our pair generator relies on linguistic intuitions and is based on the type of each CE. For a given CE, we use a rule-based algorithm to guess its type. Based on the type, we restrict the scope of possible antecedents to which the CE can refer in the following way:

**Proper Name (Named Entity):** A proper name is compared against all proper names in the 20 preceding sentences. In addition, it is compared to all other CEs in the two preceding sentences.

**Definite noun phrase:** Compared to all CEs in the six preceding sentences.

**Common noun phrase:** Compared to all CEs in the two preceding sentences.

**Pronoun:** Compared to all CEs in the two preceding sentences unless it is a first person pronoun. First person pronouns are additionally compared to first person pronouns in the preceding 20 sentences.

During development, we used SMARTPG on coreference resolution corpora other than OntoNotes and determined that the pair generator tends to lead to more accurate results. It also has runtime linear in the number of CEs in a document, which leads to a sizable reduction in running time for large documents. Training files generated by SMARTPG also tend to be more balanced. Finally, by omitting pairs that are unlikely to be coreferent, SMARTPG produces much smaller training sets. This leads to faster learning and allows us to train on more documents.
<table>
<thead>
<tr>
<th>Optimized Metric</th>
<th>Threshold</th>
<th>BCubed</th>
<th>CEAFe</th>
<th>MUC</th>
<th>BLANC</th>
<th>CEAFe</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCubed</td>
<td>0.4470</td>
<td>0.6651</td>
<td>0.4134</td>
<td>0.6156</td>
<td>0.6581</td>
<td>0.5249</td>
<td>0.5647</td>
</tr>
<tr>
<td>CEAF</td>
<td>0.4542</td>
<td>0.6886</td>
<td>0.4336</td>
<td>0.6206</td>
<td>0.7012</td>
<td>0.5512</td>
<td>0.5809</td>
</tr>
<tr>
<td>MUC</td>
<td>0.4578</td>
<td>0.6938</td>
<td>0.4353</td>
<td>0.6215</td>
<td>0.7108</td>
<td>0.5552</td>
<td>0.5835</td>
</tr>
</tbody>
</table>

Table 2: CoNLL scores for different thresholds on validation data.

<table>
<thead>
<tr>
<th>CoNLL Official Test Scores</th>
<th>BCubed</th>
<th>CEAFe</th>
<th>MUC</th>
<th>BLANC</th>
<th>CEAFe</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closed Task</td>
<td>0.6144</td>
<td>0.3588</td>
<td>0.5843</td>
<td>0.6088</td>
<td>0.4608</td>
<td>0.5192</td>
</tr>
<tr>
<td>Gold Mentions</td>
<td>0.6248</td>
<td>0.3664</td>
<td>0.6154</td>
<td>0.6296</td>
<td>0.4808</td>
<td>0.5355</td>
</tr>
</tbody>
</table>

Table 4: Official CoNLL 2011 test scores. Combined score is the average of MUC, BCubed and CEAFe.

5 Experiments

In this section we present and discuss the results for ReconcileCoNLL when trained and evaluated on OntoNotes data. For all experiments, we train on a set of 750 randomly selected documents from the OntoNotes corpus. We use another 674 randomly selected documents for validation. We report scores using the scorers implemented internally in Reconcile as well as the scorers supplied by the CoNLL shared task.

In the rest of the section, we describe our results when controlling two aspects of the system – the threshold of the pairwise CE classifier, which is tuned on training data, and the method used for pair generation. We conclude by presenting the official results for the CoNLL shared task.

Influence of Classifier Threshold As previously mentioned, the threshold above which the decision of the classifier is considered positive provides us with a knob that controls the precision/recall trade-off. Reconcile includes a module that can automatically search for a threshold value that optimizes a particular evaluation metric. Results using three Reconcile-internal scorers (BCubed, CEAFe, MUC) are shown in Table 1. First, we see that the threshold that optimizes performance on the validation data also exhibits the best results on the test data. The same does not hold when using the CoNLL scorer for testing, however: as Table 2 shows, the best results for almost all of the CoNLL scores are achieved at the threshold that optimizes the Reconcile-internal MUC score. Note that we did not optimize thresholds for the external scorer in the name of saving implementation effort. Unfortunately, the results that we submitted for the official evaluations were for the suboptimal threshold that optimizes Reconcile-internal BCubed score.

Influence of Pair Generation Strategies Next, we evaluate the performance of SMARTPG pair generators. We run the same system set-up as above substituting the pair generation module. Results (using the internal scorer), displayed in Table 3, show our SMARTPG performs identically to the generator producing all pairs, while it runs in time linear in the number of CEs.

Official Scores for the CoNLL 2011 Shared Task Table 4 summarizes the official scores of ReconcileCoNLL on the CoNLL shared task. Surprisingly, the scores are substantially lower than the scores on our held-out training set. So far, we have no explanation for these differences in performance. We also observe that using gold-standard instead of system-extracted CEs leads to improvement in score of about point and a half.

The official score places us 8th out of 21 systems on the closed task. We note that because of the threshold optimization mix-up we suffered about 2 points in combined score performance. Realistically our system should score around 0.54 placing us 5th or 6th on the task.

6 Conclusions

In this paper, we presented ReconcileCoNLL, our system for the 2011 CoNLL shared task based on the Reconcile research platform. We described the overall Reconcile platform, our configuration for the CoNLL task and the changes that we implemented specific to the task. We presented the results of an empirical evaluation performed on held-out training data. We discovered that results for our system on this data are quite different from the official score that our system achieved.
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Abstract

This paper presents our participation in the CoNLL-2011 shared task, Modeling Unrestricted Coreference in OntoNotes. Coreference resolution, as a difficult and challenging problem in NLP, has attracted a lot of attention in the research community for a long time. Its objective is to determine whether two mentions in a piece of text refer to the same entity. In our system, we implement mention detection and coreference resolution separately. For mention detection, a simple classification based method combined with several effective features is developed. For coreference resolution, we propose a link type based pre-cluster pair model. In this model, pre-clustering of all the mentions in a single document is first performed. Then for different link types, different classification models are trained to determine whether two pre-clusters refer to the same entity. The final clustering results are generated by closest-first clustering method. Official test results for closed track reveal that our method gives a MUC F-score of 59.95%, a B-cubed F-score of 63.23%, and a CEAF F-score of 35.96% on development dataset. When using gold standard mention boundaries, we achieve MUC F-score of 55.48%, B-cubed F-score of 61.29%, and CEAF F-score of 32.53%.

1 Introduction

The task of coreference resolution is to recognize all the mentions (also known as noun phrases, including names, nominal mentions and pronouns) in a text and cluster them into equivalence classes where each equivalence class refers to a real-world entity or abstract concept. The CoNLL-2011 shared task† uses OntoNotes2 as the evaluation corpus. The coreference layer in OntoNotes constitutes one part of a multi-layer, integrated annotation of the shallow semantic structures in the text with high inter-annotator agreement. In addition to coreference, this data set is also tagged with syntactic trees, high coverage verb and some noun propositions, partial verb and noun word senses, and 18 named entity types. The main difference between OntoNotes and another wellknown coreference dataset ACE is that the former does not label any singleton entity cluster, which has only one reference in the text. We can delete all the singleton clusters as a postprocessing step for the final results. Alternatively, we can also first train a classifier to separate singleton mentions from the rest and apply this mention detection step before coreference resolution. In this work we adopt the second strategy.

In our paper, we use a traditional learning based pair-wise model for this task. For mention detection, we first extract all the noun phrases in the text and then use a classification model combined with some effective features to determine whether each noun phrase is actually a mention. The features include word features, POS features in the given noun phrase and its context, string matching feature in its context, SRL features, and named entity features among others. More details will be given in Section 3. From our in-house experiments, the final F-scores for coreference resolution can be improved by this mention detection part. For coreference res-

†http://conll.bbn.com
‡http://www.bbn.com/ontonotes/
resolution, a traditional pair-wise model is applied, in which we first use exact string matching to generate some pre-clusters. It should be noted that each pronoun must be treated as a singleton pre-cluster, because they are not like names or nominal mentions, which can be resolved effectively with exact string matching. We then implement a classification-based pre-cluster pair model combined with several effective coreference resolution features to determine whether two pre-clusters refer to the same entity. Finally, we use closest-first clustering method to link all the coreferential pre-clusters and generate the final cluster results. As mentioned before, mentions have three types: names, nominal mentions and pronouns. Among them pronouns are very different from names and nominal mentions, because they can only supply limited information literally. So we define three kinds of link types for pre-cluster pairs: NP-NP link, NP-PRP link and PRP-PRP link. (Here NP means Noun Phrases and PRP means Pronominal Phrases.) One link represents one pre-cluster pair. Intuitively, different link types tend to use different features to determine whether this kind of link is coreferential or not. We implement three kinds of pre-cluster pair model based on three link types. Experimental results show that combined with outputs from different link type based pre-cluster pair model can give better results than using an unified classification model for three different kinds of link types. For all the classification models, we use opennlp.maxent\(^3\) package.

The rest of this paper is organized as follows. Section 2 describes our mention detection method. We discuss our link type based pre-cluster pair model for coreference resolution in Section 3, evaluate it in Section 4, and conclude in Section 5.

2 Mention Detection

We select all the noun phrases tagged by the OntoNotes corpus as mention candidates and implement a classification-based model combined with several commonly used features to determine whether a given noun phrase is a mention. The features are given below:

- **Word Features** - They include the first word and the last word in each given noun phrase. We also use words in the context of the noun phrase within a window size of 2.
- **POS Features** - We use the part of speech tags of each word in the word features.
- **Position Features** - These features indicate where the given noun phrase appears in its sentence: beginning, middle, or end.
- **SRL Features** - The Semantic Role of the given noun phrase in its sentence.
- **Verb Features** - The verb related to the Semantic Role of the given noun phrase.

\(^3\)http://incubator.apache.org/opennlp/

<table>
<thead>
<tr>
<th>Features describing (c_i) or (c_j)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Words</strong></td>
</tr>
<tr>
<td><strong>POS Tags</strong></td>
</tr>
<tr>
<td><strong>Pronoun</strong></td>
</tr>
<tr>
<td><strong>Definite</strong></td>
</tr>
<tr>
<td><strong>Demonstrative</strong></td>
</tr>
<tr>
<td><strong>Number</strong></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
</tr>
<tr>
<td><strong>Semantic Class</strong></td>
</tr>
<tr>
<td><strong>Mentino Type</strong></td>
</tr>
</tbody>
</table>

Table 1: The feature set describing \(c_i\) or \(c_j\).
Features describing the relationship between \( c_i \) and \( c_j \)

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance</td>
<td>The minimum distance between mentions in ( c_i ) and ( c_j )</td>
</tr>
<tr>
<td>String Match</td>
<td>Y if mentions are the same string; else N</td>
</tr>
<tr>
<td>Substring Match</td>
<td>Y if one mention is a substring of another; else N</td>
</tr>
<tr>
<td>Levenshtein Distance</td>
<td>Levenshtein Distance between the mentions</td>
</tr>
<tr>
<td>Number Agreement</td>
<td>Y if the mentions agree in number; else N</td>
</tr>
<tr>
<td>Gender Agreement</td>
<td>Y if the mentions agree in gender; else N</td>
</tr>
<tr>
<td>N &amp; G Agreement</td>
<td>Y if mentions agree in both number and gender; else N</td>
</tr>
<tr>
<td>Both Pronouns</td>
<td>Y if the mentions are both pronouns; else N</td>
</tr>
<tr>
<td>Verb Agreement</td>
<td>Y if the mentions have the same verb.</td>
</tr>
<tr>
<td>SRL Agreement</td>
<td>Y if the mentions have the same semantic role</td>
</tr>
<tr>
<td>Position Agreement</td>
<td>Y if the mentions have the same position (Beginning, Middle or End) in sentences</td>
</tr>
</tbody>
</table>

Table 2: The feature set describing the relationship between \( c_i \) and \( c_j \).

- **Entity Type Features** - The named entity type for the given noun phrase.
- **String Matching Features** - True if there is another noun phrase which has the same string as the given noun phrase in the context.
- **Definite NP Features** - True if the given noun phrase is a definite noun phrase.
- **Demonstrative NP Features** - True if the given noun phrase is a demonstrative noun phrase.
- **Pronoun Features** - True if the given noun phrase is a pronoun.

Intuitively, common noun phrases and pronouns might have different feature preferences. So we train classification models for them respectively and use the respective model to predicate for common noun phrases or pronouns. Our mention detection model can give 52.9% recall, 80.77% precision and 63.93% F-score without gold standard mention boundaries on the development dataset. When gold standard mention boundaries are used, the results are 53.41% recall, 80.8% precision and 64.31% F-score. (By using the gold standard mention boundaries, we mean we use the gold standard noun phrase boundaries.)

### 3 Coreference Resolution

After getting the predicted mentions, we use some heuristic rules to cluster them with the purpose of generating highly precise pre-clusters. For this task only identity coreference is considered while attributive NP and appositive construction are excluded. That means we cannot use these two important heuristic rules to generate pre-clusters. In our system, we just put all the mentions (names and nominal mentions, except pronouns) which have the same string into the identical pre-clusters. With these pre-clusters and their coreferential results, we implement a classification based pre-cluster pair model to determine whether a given pair of pre-clusters refer to the same entity. We follow Rahman and Ng (2009) to generate most of our features. We also include some other features which intuitively seem effective for coreference resolution. These features

<table>
<thead>
<tr>
<th>Metric</th>
<th>Recall</th>
<th>Precision</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>49.64%</td>
<td>67.18%</td>
<td>57.09%</td>
</tr>
<tr>
<td>BCUBED</td>
<td>59.42%</td>
<td>70.99%</td>
<td>64.69%</td>
</tr>
<tr>
<td>CEAF</td>
<td>45.68%</td>
<td>30.56%</td>
<td>36.63%</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>51.58%</td>
<td>56.24%</td>
<td>52.80%</td>
</tr>
</tbody>
</table>

Table 3: Evaluation results on development dataset without gold mention boundaries

<table>
<thead>
<tr>
<th>Metric</th>
<th>Recall</th>
<th>Precision</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>48.94%</td>
<td>67.72%</td>
<td>56.82%</td>
</tr>
<tr>
<td>BCUBED</td>
<td>58.52%</td>
<td>72.61%</td>
<td>64.81%</td>
</tr>
<tr>
<td>CEAF</td>
<td>46.49%</td>
<td>30.45%</td>
<td>36.8%</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>51.32%</td>
<td>56.93%</td>
<td>52.81%</td>
</tr>
</tbody>
</table>

Table 4: Evaluation results on development dataset with gold mention boundaries
Table 5: Evaluation results on development dataset with gold mention boundaries using unified classification model

<table>
<thead>
<tr>
<th>Metric</th>
<th>Recall</th>
<th>Precision</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>42.66%</td>
<td>53.7%</td>
<td>47.54%</td>
</tr>
<tr>
<td>BCUBED</td>
<td>61.05%</td>
<td>74.32%</td>
<td>67.04%</td>
</tr>
<tr>
<td>CEAF</td>
<td>40.54%</td>
<td>32.35%</td>
<td>35.99%</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>48.08%</td>
<td>53.46%</td>
<td>50.19%</td>
</tr>
</tbody>
</table>

Table 6: Evaluation results on test dataset without gold mention boundaries

<table>
<thead>
<tr>
<th>Metric</th>
<th>Recall</th>
<th>Precision</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>53.73%</td>
<td>67.79%</td>
<td>59.95%</td>
</tr>
<tr>
<td>BCUBED</td>
<td>60.65%</td>
<td>66.05%</td>
<td>63.23%</td>
</tr>
<tr>
<td>CEAF</td>
<td>43.37%</td>
<td>30.71%</td>
<td>35.96%</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>52.58%</td>
<td>54.85%</td>
<td>53.05%</td>
</tr>
</tbody>
</table>

Table 7: Evaluation results on test dataset with gold mention boundaries

<table>
<thead>
<tr>
<th>Metric</th>
<th>Recall</th>
<th>Precision</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>46.66%</td>
<td>68.40%</td>
<td>55.48%</td>
</tr>
<tr>
<td>BCUBED</td>
<td>54.40%</td>
<td>70.19%</td>
<td>61.29%</td>
</tr>
<tr>
<td>CEAF</td>
<td>43.77%</td>
<td>25.88%</td>
<td>32.53%</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>48.28%</td>
<td>54.82%</td>
<td>49.77%</td>
</tr>
</tbody>
</table>

Table 5: Evaluation results on development dataset with gold mention boundaries using unified classification model

<table>
<thead>
<tr>
<th>Metric</th>
<th>Recall</th>
<th>Precision</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>42.66%</td>
<td>53.7%</td>
<td>47.54%</td>
</tr>
<tr>
<td>BCUBED</td>
<td>61.05%</td>
<td>74.32%</td>
<td>67.04%</td>
</tr>
<tr>
<td>CEAF</td>
<td>40.54%</td>
<td>32.35%</td>
<td>35.99%</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>48.08%</td>
<td>53.46%</td>
<td>50.19%</td>
</tr>
</tbody>
</table>

Table 6: Evaluation results on test dataset without gold mention boundaries

<table>
<thead>
<tr>
<th>Metric</th>
<th>Recall</th>
<th>Precision</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUC</td>
<td>53.73%</td>
<td>67.79%</td>
<td>59.95%</td>
</tr>
<tr>
<td>BCUBED</td>
<td>60.65%</td>
<td>66.05%</td>
<td>63.23%</td>
</tr>
<tr>
<td>CEAF</td>
<td>43.37%</td>
<td>30.71%</td>
<td>35.96%</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>52.58%</td>
<td>54.85%</td>
<td>53.05%</td>
</tr>
</tbody>
</table>

Table 7: Evaluation results on test dataset with gold mention boundaries

are shown in Table 1 and Table 2. For simplicity, we use $c_i$ and $c_j$ to represent pre-clusters $i$ and $j$. Each pre-cluster pair can be seen as a link. We have three kinds of link types: NP-NP link, NP-PRP link and PRP-PRP link. Different link types may have different feature preferences. So we train the classification based pre-cluster pair model for each link type separately and use different models to predicate the results. With the predicating results for pre-cluster pairs, we use closest-first clustering to link them and form the final cluster results.

4 Experimental Results

We present our evaluation results on development dataset for CoNLL-2011 shared Task in Table 3, Table 4 and Table 5. Official test results are given in Table 6 and Table 7. Three different evaluation metrics were used: MUC (Vilain et al., 1995), $B^3$ (Bagga and Baldwin, 1998) and CEAF (Luo, 2005). Finally, the average scores of these three metrics are used to rank the participating systems. The difference between Table 3 and Table 4 is whether gold standard mention boundaries are given. Here "mention boundaries" means a more broad concept than the mention definition we gave earlier. We should also detect real mentions from them. From the tables, we can see that the scores can be improved little by using gold standard mention boundaries. Also the results from Table 5 tell us that combining different link-type based classification models performed better than using an unified classification model. For official test results, our system did not perform as well as we had expected. Some possible reasons are as follows. First, verbs that are coreferential with a noun phrase are also tagged in OntoNotes. For example, “grew ” and “the strong growth” should be linked in the following case: “Sales of passenger cars grew 22%. The strong growth followed year-to-year increases.” But we cannot solve this kind of problem in our system. Second, we should perform feature selection to avoid some useless features harming the scores. Meanwhile, we did not make full use of the WordNet, PropBank and other background knowledge sources as features to represent pre-cluster pairs.

5 Conclusion

In this paper, we present our system for CoNLL-2011 shared Task, Modeling Unrestricted Coreference in OntoNotes. First some heuristic rules are performed to pre-cluster all the mentions. And then we use a classification based pre-cluster pair model combined with several cluster level features. We hypothesize that the main reason why we did not achieve good results is that we did not carefully examine the features and dropped the feature selection procedure. Specially, we did not make full use of background knowledge like WordNet, PropBank, etc. In our future work, we will make up for the weakness and design a more reasonable model to effectively combine all kinds of features.
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